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Preface

The code DICEBOX is intended to simulate v decay of excited nucleus from a region of
high level density where individual levels are not well known but still resolved. The code
was written by Frantisek Be¢véi in late 90’s of 20 century [3]. The main feature of the
code is the possibility to treat correctly expected fluctuations of transition intensities
and actual number of levels. The code allows to check influence of these fluctuations
that might be important, for a few examples see Refs. [I7, [16], 21]. The present version
of the code, prepared mainly by Milan Krticka and Stanislav Valenta, is a modification
of the original one. The present version of the code allows simulation of v cascades
from individual well-resolved initial states (resonances) and from (off resonance) thermal
neutron capture. Detailed description of the main features of the code can be found below
in this manual and in Ref. [I7].

DICEBOX falls in the category of GNU General Public License software. Please
read the release conditions in Appendix [A] Although we have invested a lot of effort
in the validation of our code, we will not make the mistake to guarantee perfection.
Therefore, in exchange for the free use of DICEBOX: If you find any errors, or in general
have any comments, corrections, extensions, questions or advice, we would like to hear
about it. You can reach us at milan.krticka@mff.cuni.cz. The webpage for DICEBOX is
https://www-nds.iaea.org/ CRP-photonuclear/.

Milan Krticka

DICEBOX release terms

DICEBOX is copylefted free software: you can redistribute it and/or modify it under the
terms of the GNU General Public License as published by the Free Software Foundation,
see http://www.gnu.org.

This program is distributed in the hope that it will be useful, but WITHOUT ANY
WARRANTY; without even the implied warranty of MERCHANTABILITY or FIT-
NESS FOR A PARTICULAR PURPOSE. See the GNU General Public License in the
Appendix [A] for more details.

In addition to the GNU GPL terms we have a few requests:

e When DICEBOX is used for your reports, publications, etc., please make a proper
reference to the code. The present version of the code is described in: M. Krticka,
F. Becvar, S. Valenta, Nucl. Instr. Methods A in preparation.

The original version of the code was described in: F. Be¢var, Nucl. Instr. Methods
A 417, 434 (1998).

e Please inform us about, or send, extensions you have built into DICEBOX. Of
course, proper credit will be given to the authors of such extensions in future
versions of the code.

e Please send us a copy/preprint of reports and publications in which DICEBOX is
used. This will help us to maintain the DICEBOX related bibliography.



1 Installation and getting started

1.1 DICEBOX package

The entire DICEBOX package can be downloaded from https://www-nds.iaea.org/CRP-
photonuclear/ web page. The package consists of the DICEBOX fortran77 source code,
dicebox v1.0.for, this User Manual and a few examples, which are described in Sec.
of this manual. Required disk space is very small, only a few MBytes. However, some
space is usually needed for storing outputs of the code. An output file with list of 100,000
cascades can easily reach several tens of MBytes.

1.2 Installation

The installation of DICEBOX is very simple. Just compile the source file dicebox v1.0.for
with any fortran77 or fortran90 compiler. For instance, the simplest way of compilation
using the standard gfortran compiler can be made by typing gfortran dicebox_v1.0.for.
There is no need for any external libraries or files.

Several different compilers have been tested including gfortran (version 5.2.1) on
Ubuntu, (version 4.8.1.) on Windows, (version 6.3.0) on Mac High Sierra, Lahey/Fujitsu
Fortran95 (version 5.50e) on Windows, (version L6.20e) on Red Hat and Intel Fortran
on Windows compilers. If any other warning or error occurs during the compilation,
please, let us know.

During testing the code with the Intel Fortran Windows compiler we have realized
that to run the code with LMODE=1 option, see Sec. a “Stack Reserve Size” must be
set to a value at least about 10,000,000. An order of magnitude lower (standard) value
is enough for any other input values.

1.3 Running the code

To run the code just type the name of the executable file produced from the compilation.
The code requires input files but they are not used as parameters as their names are
fixed. When running the code all input files must be present in the same directory as the
executable file. The input file DICE_EV.DAT must be present in all cases. If variable IVER
is set to 2 in the input file DICE_EV.DAT, the input file RES_PAR.DAT is also required; for
details see Secs. 5.1l and 5.2

Depending on adopted models of photon strength functions — values of variables
NOPTE1, NOPTM1, NOPTE2 in DICE_EV.DAT input file — and level density — value of vari-
able NOPTDE in DICE_EV.DAT input file, some additional files (PSFE1.DAT, PSFM1.DAT,
PSFE2.DAT, LDTAB.DAT) might be required, see Secs. and (and perhaps also Sec.
@ for details.

1.4 Verification

The success of the compilation can be tested using examples described in Sec. [7] of this
manual. Running the code with provided input files should produce exactly the same
output files as stored in corresponding example directory as even the random number
generator used in the code is incorporated in the package and it starts from the seeds
listed in the input file DICE_EV.DAT. The only possible difference (on the fifth or so
valid digit) can appear in a few numbers given in DICE.PRO output file that correspond
to averages and square root of the variance of several calculated quantities. This is



a result of the use of single precision form during calculation of these numbers. As
the single precision is used also for storing energies of levels, the level energies in files
EVENTS. Ssss.Rrrr might also differ by 0.00001 MeV.

2 General comments on the code

2.1 Time requirements

Exact time for getting results strongly depends not only on the CPU speed but also on
the simulated nucleus. Typical simulation of 10° cascades from a nucleus in the rare-
earth region starting at initial excitation energy near the neutron separation energy .5,
needs about 10 — 20 minutes. Substantial amount of time is spent on the calculation of
internal conversion coefficients at the moment. Additional time (about 10 minutes) is
required for preparation of the level scheme for each nuclear supra-realization, see Sec.
if LMODE=1 option is used in the input file DICE_EV.DAT, see Sec. Simulation of
the decay of nuclei with lower number of levels is much faster.

2.2 Comment on code version

The present version of the code allows simulation of v cascades from individual reso-
nances and from (of resonance) thermal neutron capture. Another treatment of initial
state would be possible but it is usually unique for a given reaction and requires a knowl-
edge of the energy dependence of the flux of incident particles and the probability for
production of initial levels with different spins and parities. These cases are not treated
in the available version of the code.

The present version uses only one thread (CPU). Parallelism is possible and it would
allow much faster production of results for different nuclear realizations, see Sec. [3} as
the code could run on several CPUs. We hope that parallel version of the code will be
available soon.

2.3 Use of COMMON blocks

Values of many variables are transferred among different functions and subroutines via
“old-style” COMMON blocks in this fortran77 code. The variable names of each COMMON
block are exactly the same in all occurrences of the given block in different functions
and subroutines.



3 Algorithm

3.1 Assumptions

The assumptions of the algorithm of the modeling are based on the validity of the
Statistical Model of nucleus and on other simplifying assumptions:

e The levels of the product nucleus are a result of discretization of some an a priori
known level-density formula.

e Partial radiation widths for different initial and/or final states are statistically
independent and uncorrelated.

e Below certain excitation energy E.. a complete level scheme is known.

e In a general case, when mixing of various multipolarities is allowed by selection
rules, the partial radiation width I'y s for a transition a — o/, initializing at level
o with excitation energy E, in the interval E,, > E, > Eit, E,, being the initial
cascade energy, that often corresponds to the neutron separation energy S, is
assumed to be a random quantity whose value is given by

2L+1 f(XL)(Ea — By, Ea’)
IO(Eaa Jaa'ﬂa) .

Fa’yo/ = (1 + aIC) Z yao/XL2 (Ea - Eo/)
XL

(1)

Here, fXF) is the photon strength function (PSF) for transition type X (= E for
electric and = M for magnetic transitions) and multipolarity L, and p(Eq, Jo, 7o)
is the nuclear level density (NLD) at initial excitation energy E,, for levels with spin
Jo and parity m,. The summation is, in principle, assumed over all allowed X L
values for which the contribution is not negligible. In reality, with the exception
of transitions below E.; only E1, M1, and E2 transitions are considered at the
moment. The quantities y,3x7 are random values drawn independently from the
normal distribution with a zero mean and a unit variance, yogxr, € N(0,1). This
distribution forces individual transition intensities to fluctuate according to the x?
distribution with one degree of freedom which is in nuclear physics also known as
the Porter-Thomas (PT) distribution [18].

The coefficient ¢ gives the contribution of the internal electron conversion. Par-
tial radiation width ',/ thus consists of two parts — one describes the probability
for photon emission and the other part the additional conversion electron emission
probability. The latter one is uniquely determined by ~-ray energy E, = E, — Ey
and multipolarity make up of the transition.

If the quantity f(XL) depends only on v ray energy E, = E,—FEg and is completely
independent of any other quantity, it follows the so-called Brink hypothesis [7]. The
hypothesis was originally formulated for the Giant Electric Dipole Resonance E'1
transitions but it is often assumed to be valid also for other transition types and
excitation modes. Many PSFs models proposed in the past obey the hypothesis
but some of them introduce additional dependence of f(XL) on excitation energy
of initial and/or final levels, which is indicated in the second parameter of f (XL)

in Eq. ().



The intensity distribution of transitions follows the PT distribution only from a well-
separated initial level. Fluctuation of primary transition intensities in thermal neutron
(off-resonance) capture, that can also be simulated with the present version of the code,
do not necessarily obey the PT distribution but the distribution given by Egs. @ and
(8), see Sec. This distribution is correctly enough taken into account if IVER=2 in
input file DICE_EV.DAT, see Sec.

3.2 Concept of nuclear realizations and supra-realizations

Following these assumptions, levels in a simulated nucleus can be obtained from a random
discretization of the adopted NLD formula. Partial radiation widths I, responsible
for transition intensities between all pairs of these levels can then be drawn from the
PT distribution (or distribution given by Egs. @ and ) around the expectation
value governed by PSFs. In a typical case of a rare-earth deformed nucleus this set is
represented by 100 — 103 partial radiation widths up to the neutron separation energy.
There exist virtually infinite number of different possible realizations of these quantities
for a single nucleus with a chosen NLD and PSFs models.

In some cases — typically when studying decay of individual neutron resonances —
one might probe decay of several different initial states with almost the same energy in
the same nucleus. To take into account different sources of fluctuations in such a case,
we introduce here two terms: nuclear realization and nuclear supra-realization, see also
[17].

The nuclear realization (NR) stands for the simulated system of all levels, including
level positions and their decay probabilities. Different initial states with (almost) the
same excitation energy (neutron resonances) will have different decay probabilities only
for primary transitions. So, we define nuclear supra-realization (NSR) as a set of all
nuclear realizations that have identical levels below the initial state and differ only in
decay properties of initial state. Different neutron resonances would then correspond to
different NRs within a NSR, see Ref. [I7]. No transitions between different initial states
are assumed in this approach — this assumption is fully justified. Within this concept
there exist virtually infinite number of NRs within each nuclear supra-realization, whose
number is also virtually infinite even for a fixed NLD and PSFs model. One of the
simulated NRs is identical with the set of levels and partial radiations widths in a real
nucleus. It is believed that such a NR can be obtained only with NLD and PSFs models
what are close to reality.

3.3 Algorithm of the Method

Electromagnetic cascades resulting from a decay of a well-defined single initial state or
from the initial state formed in the thermal neutron capture are generated within the
above-mentioned assumptions using the following algorithm based on the Monte Carlo
method, see also Ref. [17]:

1. The level density p(E, J, ) is discretized to yield energies F,, spins J, and parities
. of all levels o between the critical energy E.. and the initial energy of the
cascade E,,.

To do that the excitation energy between Eci; and E,, is divided into Np intervals
(given by the value of variable NBIN in DICE_EV.DAT file, see Sec. [5.1]). Using one
of the level density formulas, mentioned in Sec. [6.1], the actual number of levels



expected in each interval is obtained. In our statistical approach, the number of
simulated levels can fluctuate around expectation values according to a statisti-
cal distribution. Several different approaches for obtaining the actual number of
levels are available, see Ref. [I7]. Three of them allow fluctuations of the actual
simulated levels: Poisson (LMODE=0 in DICE_EV.DAT) and Wigner (LMODE=2) dis-
tributions of nearest-neighbor level spacing are at our disposal together with a
distribution based on predictions of the theory of Gaussian Orthogonal Ensembles
(GOE) (LMODE=1) which expects long-range correlations in level positions. There
are also two additional approaches that do not involve any fluctuation in the num-
ber of simulated levels: The sequence of positions of levels is prepared under the
assumption that the nearest neighbor spacing does not fluctuate (LMODE=-1 in
DICE_EV.DAT), and an approach (LMODE=-2) in which the number of levels in each
interval is calculated as a rounded value of the expectation number of levels. The
last option serves mainly for some checks and is not recommended to be used for
simulations of physically relevant cases.

As follows from the GOE theory, the nearest-neighbor spacing between levels in the
statistical region is described with a high precision by the Wigner distribution. This
distribution seems to be fully consistent with observations from neutron resonances
in heavy nuclei. However, in the low-energy region this distribution may be violated
and the level spacing could be better described by the Poisson distribution. Since
the Poisson distribution produces larger fluctuations of numbers of levels in a fixed
energy interval than the Wigner distribution or prediction from GOE do, estimates
of fluctuations with the Poisson distribution may be slightly conservative/higher.

. To each level a with excitation energy E,, > E, > Eqis a generator seed (, is
ascribed, see Fig. For correct functioning of the algorithm it is crucial that
these seeds are ascribed to individual generated levels randomly. The process of
generating all partial radiation widths I',n for a fixed level « is initialized only
after the generator of random numbers is preset using the seed (,. This implies
that each time when a full set of partial radiation widths for a given decaying
level « is needed, the same set of values of I'qo is prepared. As seeds (, are
available for all levels a with E,. > E, > Egit, a set of partial widths I'pyq is
latently known for all possible pairs of levels {aa’}. Seeds (, thus predict uniquely
the outcome of generating partial radiation widths. They represent a key element
of the algorithm together with the deterministic character of the random number
generators that allows generation of a definite sequence from a given seed.

. The seed (,, is ascribed also to the capturing state. If states with two different
spins contribute to the thermal neutron capture, independent seeds (, are ascribed
to both of them. Thermal neutron capture is simulated with the option IVER=1 or
2.

. A full set of partial widths 'y 1o for transitions a. — ¢/, leading from the initial
state . to all possible levels o/, E, < E,_, is generated. Prior this procedure
the random number generator is preset using the seed (., attributed to the initial
state of given J and 7.

Further, total radiation width of the initial state a.

Loy = Z Locyar (2)
a/

9



is calculated. A set of branching intensities I,/ for all the transitions initiating at
the initial state «, are then obtained as

Iaca’ = Facwa’/rac”/- (3)

These branching intensities, that satisfy a normalization condition
Y o =1, (4)
a/

are then stored (for both initial spins if the decay following thermal neutron capture
is simulated). If there is a contribution of initial states with two different spins to
the thermal neutron capture, the set is obtained for both spins.

. If the spin of the initial state . is not unique (IVER=1 or 2) in the off-resonance
(thermal) s-wave neutron capture, the spin of initial state a. is chosen. The
contribution of both allowed spins to the thermal neutron capture can either be set
manually (via variable CAPFR(1) in combination with IVER=1 in DICE_EV.DAT) or
deduced from known energies and neutron and total radiation widths of resonances
participating at the specified (thermal) neutron energy (IVER=2 in DICE_EV.DAT).

. A level to which the initial state o, decays is determined with help of a random
number, say s1, yielded by another random number generator that generates ran-
dom numbers from a uniform distribution on the interval (0, 1]. The Monte Carlo
based choice of such final state, 1, follows from the requirement that

a;—1 a1

Z Iaea’ < 81 S Z Iaca’- (5)
a’'=1 a’'=1

y—

. If excitation energy E,, of level o is greater than Eej;, analogously to item [4]
the partial radiation widths 'y, for a full set of transitions aq — o, leading
from the level oy to all levels o/ with E, < E,,, are generated together with
total radiation width I'y,, and all branching intensities I,,,/. Prior this process
the random number generator is preset using the corresponding seed (,,. As
mentioned in Sec. if F,, falls bellow Ei;, branching intensities I, are
deduced exclusively from input data given in the file DICE_EV.DAT By generating
a random number sy and using branching intensities I,,,/, a second intermediate
level, aia, to which the level a; decays, is chosen.

. The simulation procedure, outlined in the the previous item, continues up to
the moment when n-th step of the cascade reaches the ground (or isomeric) state.
In the example in Fig. [1|the ground state is reached by the 4" step. Whenever the
ground state is reached, all data characterizing a single cascade decay are available:
energies F,,, spins I,, and parities m,, of all hit levels, as well as the transition
types X L, transition multipolarity mixing ratios §, and information whether the
transition is irradiated via 7y or conversion electron. Total radiation width Iy,
is also available for all levels above E.;. All these parameters are at disposal
for modeling a quantity of interest, for instance a ~-ray spectrum, multiplicity
distribution, etc.

10
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Figure 1: Schematic description of simulation of cascade process within a nuclear real-
ization.
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9. The procedure described in items [6}f8] is to be repeated many times until satis-
factory statistical accuracy of a modeled quantity of interest is achieved within
a given nuclear realization. The number of cascades that should be simulated to
reach a reasonable statistical accuracy of the estimate of the quantity of interest
is discussed in [I7] and typically reaches at least 10° — 10°.

10. To assess the role of the Porter-Thomas fluctuations of primary intensities within a
NR, the algorithm described in items is to be, at least in some cases, repeated
several times. Depending on the character of the quantity of interest it might be
sufficient to use only one nuclear realization within each nuclear supra-realization.
However, nature of many quantities of interest requires at least a check of the
behavior of different nuclear realizations within a nuclear supra-realization. The
recommended number of simulated NRs is discussed in Ref. [17].

11. Finally, to assess also the role of the PT fluctuations of intensities of secondary
transitions below initial state(s) and fluctuations due to the random discretization
of the NLD used in different nuclear supra-realizations on the quantity of interest,
the algorithm described in items is to be repeated several times. Recom-
mendations related to the number of simulated NSRs are again discussed in Ref.
[17].

3.4 Intensity distribution from thermal neutron capture

Individual I'po are expected to follow the PT distribution only for decays from well-
resolved initial states. The distribution from the off-resonance capture can deviate from
the (standard) PT distribution as wave functions from more states (neutron resonances
in the case of thermal neutron capture which is discussed below) can contribute to the
capture.

Let us consider transitions with a fixed multipolarity, i.e. with the same expectation
value of I'yyq/, to a single final state o/ from a set of initial states (neutron resonances)
A having the same spin and parity. Assume further that the widths I'y,n of these
transitions are random variables that follow the PT distribution and that all the partial
radiative widths of the initial states are uncorrelated. Now let several neutron resonances
contribute to the thermal neutron capture cross section at neutron energy FE,. The
intensity I, for the transition to a final state o/ is

1 2
L~ (Canlayp)2 |
' (Ex — Ep) + 3ilx
2
= Z (E)\ — E )2 4 lFQ [(E)\ —F ) ZF)‘}F)\’}/Q
n 4° A
1 2 . \
() — Eu)LS 2 A Iy 1
= Z e ) ln]__‘Z Aya! 27 E - n lrz Fi’ya/ . (6)
A ( A ) ~ N n) T2

Here, E), I'y,, and I'y are the resonance energy, neutron width and total resonance
width, which is — in the case that only elastic neutron scattering and radiative neutron
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capture are possible — given by

Thx=Thx +Ta =Ta, + > Thar (7)

Ot,

The assumed PT distribution of widths I'y,o is equivalent to the assumption that
Fi/fa, are random variables from normal distributions and zero means. Hence, the form

of Eq. @ implies that I, can be rewritten as
Ly = far + ga 8)

where f, and g, are normally distributed, generally correlated, random variables with
Zero means.

Let us comment here on a few specific cases. If (i) f2 > g% (or equivalently
E) — E, > T')/2) for all resonances or (ii) f, and g, are completely correlated — such
a situation happens when one resonance makes the dominant contribution to both f,/
and g, — the intensities satisfy the PT distribution. On the other hand if (iii) fg, ~ gg/
and f, and g, are independent the intensity distribution will be a x? distribution
with 2 degrees of freedom, i.e. the exponential distribution; this could happen if a weak
resonance (with small 'y ) near the thermal neutron energy E,, dominates g,/ and strong
resonances (with high I'y ) farther from E, dominate f/.

For all isotopes with target spin Jr # 0, two spin states can contribute to the thermal
neutron capture cross section. Since the amplitudes for these two initial spins do not add
coherently, the transition intensity is equal to the sum of two intensities, each of which
satisfying Eq. . Thus, depending on the relative magnitudes of the two initial spin
components, for most isotopes — corresponding to above-discussed cases (i) and (ii) — the
distribution of intensities of the observed ~y-ray lines following thermal neutron capture
should be between y? distribution with one and two degrees of freedom. However, in the
extreme situation where resonances of both spins satisfy the conditions of case (iii), the
distribution would be a x? distribution with four degrees of freedom. The distribution
given by Eq. @ is used in simulations provided that IVER=2 in the DICE_EV.DAT input
file.

3.5 Internal conversion coefficients

Internal conversion coefficients (ICCs) describe a probability, that the electromagnetic
decay of a level does not proceed via emission of a photon but via a conversion elec-
tron. In this process the energy available for the electromagnetic transition is directly
transferred to an electron on any atom orbit or converted to an electron-positron pair.
The conversion is usually described by the coefficient a;co that gives the fraction of
probability that the transition happens via the ICC instead of a photon emission. Total
radiation width T'q,q of an electromagnetic transition between levels v and o’ can then

be expressed as
F(e)

aya!

F(’Y)

aya!

Pa’ya’ =1+

=1+asc. 9)

a/
and a photon, respectively. If we restrict to one transition type and multipolarity X L,

Here Fg o and ng) give the partial width (probability) for emission of an electron

13



ng’gjm is given by, see also Eq. :

op41 fED(Eq — Ey)
p(Eou Jou 7To¢)

The value of the coefficient aj¢ for a transition with mixed multipolarity, i.e. M1
and E2 in our case, is

XL
F((JW, = 2xs (Ba — Eo)

(10)

ajc(M1 +52acE2
ajc = Lol )1+521( ) (11)

where 0 stands for the multipole mixing ratio

52 _ F(%Ml)/r(%EQ) (12)

aya! aya!

Total ICC can be expressed as
are = afe + ajo + ajl + -+ af (13)

where O‘;(C gives the probability for the conversion on the atomic shell X and a5y the
probability for creation of an electron-positron pair. The present version of the code
distinguishes electrons from K shell, i.e. ozfc, from other electrons. In reality, for
some applications it might be more important to distinguish the emission of electron
via electron-positron conversion than via the K-shell ICC. This is, in principle, possible
if the tables corresponding to the K-shell electrons in the input file DICE_EV.DAT are
replaced with the tables relevant for the electron-positron conversion.

A table of values of 04;(0 is a part of the input file DICE_EV.DAT and actual value
of the coefficient aj¢ is calculated via interpolating these values. If the energy of the
transition is smaller than the first energy given in the input file, the aj¢ corresponding
to the first listed energy is used.
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4 Structure of the code

4.1 Simplified structure of the code

Simplified, strongly restricted structure of the code reads:

! initialization of variables
CALL READ_EV(’DICE_EV.DAT’)
DO 55 NUC=1,NSREAL
CALL LEVELS (...)
CALL GERMS(IR2)
CALL READ_INT(’DICE_EV.DAT’)
DO IRL = 1, NRL
IF (IPRIM.EQ.1) THEN
IF (NLINc.GT.1) CALL READ_AGAIN(’DICE_EV.DAT’)
ENDIF
DO ILINc=1,NLINc
CALL WIDTHS(...)
ENDDO ! more sophisticated if primaries known

DO 5 IEV=1,NEVENTS
CALL ONESTEP(...)
DO WHILE (EFI.GT.O.)
CALL WIDTHS(...)
CALL ONESTEP(...)
ENDDO !WHILE EFI
IF (ISWWR.EQ.1) CALL DO_IT(STEPS)
5 CONTINUE
! updating output files
ENDDO
55 CONTINUE

Parameters of the subroutines and functions were removed in this list.

4.2 Description of the most important functions and subroutines

The most important functions and subroutines are now listed together with their short
description. The parameters are kept in this list. The order of subroutines and functions
in this list is partially arbitrary.

General subroutines:

SUBROUTINE LEVELS(SPC,IR)
SUBROUTINE GERMS(IR)
SUBROUTINE WIDTHS (MODE,IPIN,SPIN,IBIN,ILIN,
TOTCON, STCON, GACON, ISCON, TOTDIS,STDIS,GADIS,ISDIS)
SUBROUTINE ONESTEP
(MODE, IPIN,SPIN,IBIN,ILIN,TOTCON,STCON,GACON,ISCON,TOTDIS,
STDIS,GADIS,ISDIS,IPFI,SPFI,IBFI,ILFI,DMIX2,SIGN, IR, IRX)
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e Subroutine LEVELS: Individual levels are created in the corresponding nuclear
supra-realization based on the NLD model and chosen fluctuation properties.

e Subroutine GERMS: Seeds (,, see Sec. are assigned to all individual levels.

e Subroutine WIDTHS: Partial radiation widths for all individual transitions from an
initial level are calculated according to Eq. (or Eq. for primary transitions
from thermal neutron capture).

e Subroutine ONESTEP: Selection of the final level in a particular decay step is made.
Manipulation with input/output files:

SUBROUTINE READ_EV(NAME)

SUBROUTINE READ_INT(NAME)

SUBROUTINE READ_AGAIN(NAME)

SUBROUTINE READ_RES_PAR(NAME,En,SPINt)
SUBROUTINE OPEN_IT (INR)

SUBROUTINE DO_IT (NSTEP)

SUBROUTINE CLOSE_IT

SUBROUTINE WRITE_PARAMS (NAME)

e Subroutine READ_EV: All the information from the input file DICE_EV.DAT and if
needed also from other input files is read.

e Subroutine READ_INT: Intensities of secondary transitions from levels below E..i
are read from DICE_EV.DAT file. Uncertainties in these intensities are used to
generate different branching ratios in different nuclear supra-realizations.

e Subroutine READ_AGAIN: Intensities of primary transitions are read for each nuclear
realization from DICE_EV.DAT. This subroutine is invoked only if the capturing
energy is off an isolated resonance, i.e. capturing state spin is not unique and
if intensities of primary transitions to levels below Egj; are known (IPRIM=1).
Different ratios of intensities from resonances with different spins can thus be
formed in different nuclear realizations.

e Subroutine READ_RES_PAR: Neutron resonance parameters are read from the input
file RES_PAR.DAT. This subroutine is called only if IVER=2.

e Subroutine OPEN_IT: The output file EVENTS.Ssss.Rrrr (for given realization rrr
and supra-realization sss) is opened for writing information on individual cascades.

e Subroutine DO_IT: Required information on the simulated cascade is written down
to the output file EVENTS.Ssss.Rrrr.

e Subroutine CLOSE_IT: The output file EVENTS.Ssss.Rrrr, containing information
on individual cascades, is closed.

e Subroutine WRITE_PARAMS: The subroutine writes basic information about models
and used parameters to the output DICE.PRO file. Additional information on total
radiation width of capturing state and populations of levels below E..;; also appears
in the output file DICE.PRO but it is not written by this subroutine.
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Functions related to level density and photon strength functions:

FUNCTION DENSITY(EEXC,SPIN,IPAR)
FUNCTION SGAMMA (EGAM,EINI,ITYP)

e Function DENSITY: The level density at given excitation energy for levels with
given spin and parity is calculated.

e Function SGAMMA: Expectation value of the quantity fX L)EgLH for given E, (and
excitation energy) is calculated. Several different functions can be called from this
function.

Main auxiliary functions:

FUNCTION ALPH_TOT (EI,SPI,IPI,EF,SPF,IPF,DMISQ,NEN,ELEN,CONV)
FUNCTION AICC(ETRA,TABEN,TABICC,MAEL,MUL,N)

FUNCTION ITYPE(SPIN,IPIN,SPFI,IPFI)

FUNCTION RANO(ir)

FUNCTION NPOISS(IR,AM)

FUNCTION GAUSS(IR)

FUNCTION SEEDS(MODE,SP,IP,IL,IB)

e Function ALPH_TOT: The value of the electron conversion coeflicient ajo for the
individual transition is calculated.

e Function AICC: The function is called from function ALPH_TOT and calculates the
value of conversion coefficient ;o for specified transition multipolarity via inter-
polation of the values listed in the table in the input file DICE_EV.DAT. A cubic
interpolation in logarithmic scale is made using two higher and two lower £, values
from the table.

e Function ITYPE: Determination of transition type — F1, M1 or E2.

e Function RANO: “Pseudo-random” generator of random numbers from a Uniform
distribution on the (0, 1] interval.

e Function NPOISS: Generation of a random number from the Poisson distribution.
e [unction GAUSS: Generation of a random number from the Gaussian distribution.

e Function SEEDS: The function returns the value of the seed (,.
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5 Structure of Input and Output Data

5.1 Input File DICE EV.DAT

A full set of READ statements of the subroutine DICE_EV for input from ASCII file
DICE_EV.DAT is listed below. By this set a required file structure is uniquely given.
As evident from this list, the exact structure of the input file DICE_EV.DAT depends on
the value of variable IVER.

READ (5,100) TITLE1

READ (5,100) TITLE2

READ (5,100) TITLE3
100 FORMAT (A80)

READ (5,%)

READ (5,%) IVER,IPRIM

READ (5,%*)

READ (5,%) ISWWR,ISWBN,ISWEL,ISWSP,ISWPA,ISWIC,ISWMX,ISWWI,ISWLS
READ (5,%*)

READ (5,*) NBIN, (IRINIT(I,1),I=1,4)

READ (5,%*)

READ (5,*) NOPTFL,NOPTE1,NOPTM1,NOPTE2,NOPTDE,LMODE, LDENP
READ (5,%)

READ (5,%) NSREAL,NEVENTS,NRL

READ (5,%*)

READ (5,*) NGIGE

READ (5,*) (ER(I),W0(I),SIG(I),I=1,NCIGE)
READ (5,%)

READ (5,*) NGIGM

READ (5,%) (ERM(I),WMO(I),SIGM(I),I=1,NCIGM)
READ (5,%*)

READ (5,*) NGIGE2

READ (5,*) (ERE(I),WEO(I),SIGE(I),I=1,NCIGE2)
READ (5,%)

READ (5,%) DEG,DMG,QEL

READ (5,%*)

READ (5,%) FERMC,EKO,EGZERO

READ (5,%*)

READ (5,%) (PAR_E1(I),I=1,3)

READ (5,%*)

READ (5,%) (PAR_M1(I),I=1,3)

READ (5,%*)

READ (5,%) ASHELL,EONE,TEMPER,EZERO,AMASS,ZNUM,PAIRING
READ (5,%)

READ (5,%) ASHELLO9,EONEO9,TEMPERO9,EZER009,PAIRINGO9
READ (5,%)

READ (5,*) DENPC, (DENPEN(I),I=1,3)

READ (5,%)

READ (5,*) DENLO,DENHI, (DENPAR(I),I=1,4)

READ (5,%)
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IF (IVER.EQ.0) THEN
READ (5,%) BN,SPINCS,IPINC
ELSEIF (IVER.EQ.1) THEN
READ (5,%) BN,SPINT,IPINC,CAPFR(1)
ELSEIF (IVER.EQ.2) THEN
READ (5,%) BN,SPINT,IPINC, En
NAME_RES = ’RES_PAR.DAT’
CALL READ_RES_PAR(NAME_RES,En,SPINt)

ENDI
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ
READ

F
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)
(5,%)

XRAYK,XRAYL

NMU

NENT

(ELENT(K) ,K=1,NENT)

(((CONVT(ITY,MU,K) ,MU=1,NMU),ITY=0,1)K=1,NENT)
NENK

(ELENK (K) ,K=1,NENK)
(((CONVK(ITY,MU,K) ,MU=1,NMU) ,ITY=0,1)K=1,NENK)

ECRIT
FACTNRM

NUMLEV

DO I=1,NUMLEV
IF (IVER.EQ.O) THEN
READ (5,%) ENRG,SPFI,IPFI,DENUM(I)

ELS

E

READ (5,*) ENRG,SPFI,IPFI,DENUM(I),PRIM,ERRPRIM

END

IF

IF (DENUM(I).GT.O)
DO K=1, DENUM(I)
READ (5,*) (ENRGF(K),SAL(K),ERRSAL(K) ,DESP(K),IPAR(K),

EN
END
ENDD

DDO
IF
0

DMIX(K) ,ALPHA(K) ,K=1,DENUM(I))

The meaning of individual variables involved in these READ statements is as follows:

Global variables:

TITLE1 thru TITLE3 — CHARACTER*80 variables filled with arbitrary text information.

These three variables are not used in the the rest of the code.

IVER — the INTEGER switch specifying the capturing state properties. The value IVER=0
allows simulations of « cascades starting from a well isolated level at initial energy
given by variable BN with specific spin and parity given by variables SPINCS and

19



IPINC, respectively. This option typically describes a decay of individual (neutron)
resonances.

Values IVER=1 and 2 allow to simulate cascades from initial energy which does not
necessarily correspond to an individual state. This typically corresponds to the
thermal neutron capture. However, non-zero values of IVER can be, in principle,
used in a broader variety of cases.

The value IVER=1 allows simulation of decay of states at energy variable BN with
specified contribution of two initial spins (that differ in J by unity and has the
same parity). The fluctuation of intensities of primary transitions is governed by
the PT fluctuation from each resonance spin in this case. The choice of initial
states with the same parity that differ in J by unity corresponds exactly to the
situation happening in the thermal neutron capture.

The value IVER=2 then simulates the decay of “initial state” which is formed by con-
tribution from several s-wave neutron resonances. Parameters of the contributing
resonances are specified in input file RES_PAR.DAT. Fluctuations of primary transi-
tions are not exactly governed by the Porter-Thomas distribution in this case but
they follow the distribution given by Eq. @

It is important to note again that the structure of the input file DICE_EV . DAT related
to properties of capturing state — see the list of READ statements starting with IF
(IVER.EQ.0) THEN — depend on the value of IVER; see also the corresponding
section of the description of the structure of this input file below (Specification of
initial state).

IPRIM — the INTEGER switch specifying treatment of primary transitions to levels below
excitation energy Fqi¢ (variable ECRIT). The value IPRIM=0 means that intensities
of these primary transitions are unknown. This is a typical situation when indi-
vidual initial states (resonances) are the subject of decay. All individual primary
transitions are then calculated using Eq. .

If IPRIM=1, the intensities of primary transitions (per decay) to levels below ex-
citation energy FE. .t are assumed to be known and are read via variable PRIM.
Intensities of primary transitions (in units per neutron capture) to low-lying levels
below E.; are often known in thermal neutron capture.

ISWWR — the INTEGER switch that controls the writing of information on each cascade.
Selecting ISWWR=1 the files EVENTS.Ssss.Rrrr, containing information about cas-
cades, are produced. For all other cases the files are not created. Here, symbols
sss and rrr stand for the three-digit integer numbers specifying the nuclear supra-
realization and nuclear realization, respectively. Standard choice for many appli-
cations should be ISWWR=1. The choice ISWWR# 1 makes values of the following
switches, ISWBN, ..., ISWWI, unimportant as information on individual cascades is
not written.

ISWBN — the INTEGER switch that controls the mode of writing the output files EVENTS. Ssss.Rrrr.
The value ISWBN=0 selects the ASCII mode, while for ISWBN=1 these files are pro-
duced in the UNFORMATTED mode. The latter possibility can safe some disc space
but the exact file format then depends on the operating system and used FORTRAN
compilers.
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ISWEL — the INTEGER switch. Selecting ISWEL=1 the information on energies of levels
populated in individual cascades is included in the output files EVENTS. Ssss.Rrrr,
while use of ISWEL=# 1 disables writing this information.

ISWSP — the INTEGER switch. Selecting ISWSP=1 the information on spins of levels
populated in individual cascades is included in the output files EVENTS. Ssss.Rrrr,
while use of ISWSP=# 1 disables writing this information.

ISWPA — the INTEGER switch. Selecting ISWPA=1 the information on parities of levels
populated in individual cascades is included in the output files EVENTS. Ssss.Rrrr,
while use of ISWPA# 1 disables writing this information.

ISWIC — the INTEGER switch. Selecting ISWIC=1 the information about the type of
emitted particle ( or conversion electron) in individual cascade steps is included
in the output files EVENTS. Ssss.Rrrr, while use of ISWIC=0 disables writing this
information; see Sec. for more details.

ISWMX — the INTEGER switch. Selecting ISWMX=1 the information on multipolarity mixing
ratios ¢ for individual cascade steps is included in the output files EVENTS . Ssss.Rrrr,
while use of ISWMX+# 1 disables writing this information.

ISWWI — the INTEGER switch. Selecting ISWWI=1 the information on total radiation
widths of levels populated in individual cascades is included in the output files
EVENTS. Ssss.Rrrr, while use of ISWWI 1 disables writing this information. Total
radiation width is set to zero if the decaying level is below Feyit.

ISWLS — the INTEGER switch that controls writing of information on all levels generated
in individual nuclear supra-realizations. Selecting ISWLS=1 the files LEVELS. sss,
containing information about all levels in the supra-realization sss are produced.
For all other values of ISWLS the files are not created; see Sec. for more details.

NBIN — the INTEGER number Np of bins used for discretization of level density above
Eit, see item [1] of Sec. The bin width can be obtained as (BN-ECRIT)/NBIN.
The maximum allowed number is 700 at the moment. This maximum allowed
number is given by the variable MAXBIN. The recommended value of NBIN partly
depends on the way how individual levels are generated, i.e. on the value of
LMODE, see discussion of influence of results for different approaches for generating
individual levels in Ref. [I7]. In general, the recommended value is to have a bin
width of about 10 — 20 keV in heavy nuclei.

IRINIT(I,1)-IRINIT(I,4) — INTEGER*4 initial seeds of 4 independently running ran-
dom generators used in the code. These seeds are used to generate sets of four
seeds for each nuclear realization. The seeds IRINIT(I=1,.) are responsible for
discretization of level-density formula and generation of individual levels within
individual nuclear supra-realizations, the seeds IRINIT(I=2,.) govern random
generating of all widths I'y, via seeds (q, see Sec. while IRINIT(I=3,.)
serve for generating individual cascades. The last seeds set, IRINIT(I=4,.), is
used for generating multipole mixing ratios 6.

NSREAL — the INTEGER variable specifying the number of simulated nuclear supra-
realizations. The maximum allowed number is 999 at the moment.
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NRL — the INTEGER variable specifying the number of simulated nuclear realizations
within each nuclear realization. The maximum allowed number is 999 at the mo-
ment.

For many applications, it might be reasonable to use NRL=1. In general, for obtain-
ing meaningful results on fluctuations, the product of values of NSREAL and NRL
should equal at least to several tens. For detailed discussion of the recommended
number of simulated nuclear realizations see Ref. [17].

NEVENTS — the INTEGER number of generated cascades in each nuclear realization. The
recommended value is, in general, at least around 10°. However, it is recommended
to check Ref. [17] for more detailed discussion of this number.

Specification of initial state:

BN — the REAL energy of initial state expressed in units of MeV. In the case of the
simulation of the radiative neutron capture it should correspond to the sum of the
neutron separation energy and the energy of incident neutron.

IPINC — the INTEGER parameter characterizing the parity of the capturing state. Values
IPINC=0 and 1 correspond to the positive and the negative parity, respectively. If
the spin of the target nucleus is specified instead of the spin of the initial state
(IVER>0), it is always assumed that the parity of the initial state is the same as
the parity of the target nucleus.

SPINCS — the REAL spin of the initial state of the cascade J (which often corresponds
to the spin of an individual resonance). This variable is used only if IVER=0; the
variable SPINT is used for other values of IVER. If J is a half-integer number its
value should be given in the form 0.5, 1.5, etc.

SPINT — the REAL spin of the target nucleus Jp (for s-wave neutron capture). This
variable is used only if IVER=1 or 2. Spins of the two initial states in thermal
neutron capture (J) then correspond to Jr £1/2 (or Jr +1/2 if Jp =0). If Jr is
a half-integer number its value should be given in the form 0.5, 1.5, etc.

En — the REAL energy of incoming neutrons in eV. This variable is used only with IVER=2
value, typically for the simulation of thermal neutron capture where E,, ~ 0.025 eV.

CAPFR(1) — the REAL variable which is used only for IVER=1, i.e. for off-resonance
(thermal neutron) capture where two possible spins with J = Jr +1/2 contribute
(if Jp > 0); the value of Jr is stored in variable SPINT. Value of CAPFR(1) defines
the fraction of captures on resonances with lower of the two possible spins, i.e.
those with J = Jp — 1/2. If Jp = 0, the CAPFR(1) is set automatically to 1.0 in
the code which means that all decays start from J = 1/2 initial state.

Setting CAPFR(1)=0.0 and 1.0 the captures exclusively via J = Jp + 1/2 and
J = Jp — 1/2 states are chosen, respectively. These choices are equivalent to
use of IVER=0 with the selected value of the resonance spin J. In reality, use of
values CAPFR (1)>0.999 and CAPFR(1)<0.001 in the input file leads to use of values
CAPFR(1)=1.0 and CAPFR(1)<0.0 in the code, respectively.

Parameters related to the photon strength functions:
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NOPTFL — the INTEGER switch controlling the fluctuations of individual partial radiation
widths. For NOPTFL=0 fluctuations of partial radiation widths are disabled, while
in case of NOPTFL=1 these quantities fluctuate according to Porter-Thomas distri-
bution. It is to be noted that if IVER=2, the fluctuations of primary transitions are
not governed exactly by Porter-Thomas distribution but by a distribution given

by Eq. @

NOPTE? — the INTEGER option serving for the choice of the E1 PSF f(EV(E. ). List of
individual options can be found in Sec.

NOPTM1 — the INTEGER option serving for the choice of the M1 PSF f(MV(E.). List of
individual options can be found in Sec. [6.3

NOPTE2 - the INTEGER option serving for the choice of the E2 PSF f(F2(E.). List of
individual options can be found in Sec.

NGIGE — the INTEGER number of resonance E'1 terms (usually corresponding to the Giant
Electric Dipole Resonance) of the sum on the right-hand sides of several equations
in Sec. see description of individual models in that section. The resonance
terms are not used in all the models. If they are not used, this number can be
arbitrary but must in any case correspond to the number of lines with resonance
parameters explained just below. Maximum value of NGIGE is 5 at the moment.

ER(5), WO(5) and SIG(5) — the REAL parameters Eg;, I'q; and og; specified in Sec. [6.2]
respectively. Values of ER(I) and WO(I) are to be given in units of MeV; values of
the maximum peak cross section SIG(I) then in units of mb.

NGIGM — the INTEGER number of resonance M1 terms of the sum on the right-hand
sides of equations in Sec. see description of individual models in that section.
The resonance terms are not used in all the models. If they are not used, this
number can be arbitrary but must in any case correspond to the number of lines
with resonance parameters explained just below. Maximum value of NGIGM is 5 at
the moment.

ERM(5), WMO(5) and SIGM(5) — the REAL parameters Fj;, 'y and oy, specified in
Sec. respectively. Values of ERM(I) and WMO(I) are to be given in units of
MeV; values of the maximum peak cross section SIGM(I) then in units of mb.

NCIGE2 — the INTEGER number of resonance E2 terms of the sum on the right-hand
sides of equations in Sec. [6.4, The resonance terms are not used in all the models.
If they are not used, this number can be arbitrary but must in any case correspond
to the number of lines with resonance parameters explained just below. Maximum
value of NGIGE2 is 5 at the moment.

ERE(5), WEO(5) and SIGE(5) — the REAL parameters Fg;, I'g; and og; specified in Sec.
respectively. Values of ERE(I) and WEO(I) are to be given in units of MeV;
values of the maximum peak cross section SIGE(I) then in units of mb.

DEG — the REAL parameter kg, expressed in units of MeV ™2, used in a few E1 PSF
models, see Sec. If this parameter is not used in the selected £1 PSF model,
its value can be arbitrary.
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DMG — the REAL parameter kjsq, expressed in units of MeV ™3, used in a few M1 PSF
models, see Sec. If this parameter is not used in the selected M1 PSF model,
its value can be arbitrary.

QEL — the REAL parameter kpo, expressed in units of MeV ™, used in a few E2 PSF
models, see Sec. [6.4] If this parameter is not used in the selected E2 PSF model,
its value can be arbitrary.

FERMC — the dimensionless REAL parameter F, introduced in Eq. , see Sec.

EKO, EGZERO — the REAL parameters kg and Eg introduced in Eq. , see Sec.
respectively. The parameter kg is dimensionless, while Eg is expressed in units of
MeV.

PATIRING — the REAL parameter Ep, expressed in units of MeV, introduced in Eq. ,
see Sec. [6.3

PAR_E1(3), — REAL parameters used in some models of £'1 PSF. The exact meaning of
these parameters differs among different f(£1) models, see description of individual
models in Sec. 6.2

PAR_M1(3), — REAL parameters used in some models of M1 PSF. The exact meaning of
these parameters differs among different f(M1) models, see description of individual
models in Sec. 6.3

Parameters related to nuclear level density:

NOPTDE — the INTEGER option whose value determines the level density formula to be
used. Individual options are specified in Sec.

LMODE — the INTEGER switch fixing the fluctuation in the actual number of levels of the
same spin and parity in individual nuclear supra-realizations. These fluctuations
are closely related to the distribution of spacings between neighboring levels of
same spin and parity.

In case of LMODE=0 these fluctuations are assumed to follow Poisson distribution,
while LMODE=1 uses the prediction of level positions based on the predictions of
random matrix theory, specifically of Gaussian Orthogonal Ensemble (GOE). The
GOE predicts Wigner distribution of the nearest-neighbor spacings and long-range
correlation in positions of individual levels. It is also possible to use LMODE=2, which
takes into account Wigner distribution of nearest-neighbor spacings but no long-
range correlations, LMODE=-1 that switches completely off all the fluctuations of
nearest-neighbor spacings, or LMODE=-2 where the number of levels in each of Np
bins is calculated as a rounded value of the expectation number of levels in the
bin. The number of levels in individual bins will be the same in all nuclear supra-
realizations for LMODE=-1 and LMODE=-2. The option LMODE=-2 was added mainly
for checks and is not recommended to be used. For expected differences among
different approaches see discussion in Ref. [17].

LDENP — the INTEGER switch whose value specifies a use of parity dependence of the
level density formula at excitation energies above F.t. Using LDENP=0, no parity
dependence is assumed, i.e. there is the same number of levels of both parities
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in the whole energy range above Fgii. Selecting LDENP=1 the parity dependence
proposed by Al-Quraishi [I] and given by Eq. is used, see Sec. Finally,
the value LDENP=2 allows to use the excitation-energy dependence given by Eq.

but with the parameters defined by users, see Eq. and Sec.

ASHELL, EONE, TEMPER and EZERO - the REAL parameters a, E1, T and Fjy, respectively,
as used in some of NLD models specified in Sec. Parameters EZERO, EONE
and TEMPER are assumed to be expressed in units of MeV, while ASHELL in MeV !,
For parameters used in NLD models corresponding to NOPTDE=8 and 9, see next
item.

ASHELL09, EONEO9, TEMPER09, EZER009, and PAIRINGO9 - the REAL parameters a, Fj,
T, Ey, and Pyg respectively, as used in level density models NOPTDE = 8 and 9
introduced in Sec. Parameters EZERO09, EONE09, TEMPERO9 and PAIRINGO9
are assumed to be expressed in units of MeV, while ASHELLO9 in MeV ™!,

Please, note that parameters a, F1, T and Ej appear two times in the input file.
However, their values (stored in variables explained in this and previous item)
are used in different level density models. Both sets are used in the input file to
avoid retyping them if different level density models (different values of the option
NOPTDE) are used.

AMASS — the REAL mass number (number of nucleons) A of the compound nucleus.

ZNUM — the REAL proton number Z of the compound nucleus.

DENPC and DENPEN(3) — the REAL variables C, and F\V.i = 1,2,3, respectively, as
defined in Egs. and in Sec. These variables are used for calculation
of the level density for each parity if option LDENP=2 is chosen. Variable Cj is given
in units of MeV 1, F,gl) and F,(r2) in MeV and F,(rg) is dimensionless. If LDENP=0 or
LDENP=1, these coefficients can be arbitrary as they are not used in simulations.

DENLOQ, DENHT — the REAL energies E1, and Ep used in some level density models specified
in Sec. including relatively standard models under options NOPTDE=8 and 9.

DENPAR(4) — the REAL coeflicients Dlgi),i = 1,...,4 used if NOPTDE=2 or 3, see Sec.
0.1.1]

Parameters related to discrete levels below Et:

ECRIT — the REAL critical energy F..it, expressed in MeV. Statistical approach is applied
to generate levels and transition intensities at excitation energies £ > FE..; while
for levels below FEgt all the information is to be taken from available literature
data. The value of E4 should be chosen to assure that the level scheme —including
level energies, spins and parities as well as branching ratios — is complete below
this energy (in the relevant spin/parity window).

FACTNRM — the REAL dimensionless scaling factor of primary intensities to levels below
FE..yt if these intensities are known. The value of this factor is used only with the
IPRIM=1 switch. If the code runs with IPRIM=0, the value of this factor can be
arbitrary.
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This factor was build into the code only for user’s comfort — using this factor it
is not necessary to recalculate intensity of each primary transition (variable PRIM)
available in literature to absolute values per neutron capture used by the code.
One can only copy the intensities from literature, which are often not expressed
in units per one capture, to the input file and the absolute intensities in units per
neutron capture can then be obtained for all the transitions at the same time. The
absolute intensity of the primary transition per neutron capture is given by the
product of variables FACTNRM and PRIM; see also text related to variable PRIM.

NUMLEV — the INTEGER number of all levels below FE., including the ground state. The
maximum permissible value is 99 at the moment. In addition, it is not allowed to
have more than 30 levels with the same spin and parity below FEt.

ENRG(99), SPFI(99), IPFI(99) and DENUM(99) — the variables referring to the indi-
vidual levels below Eit. Variables IPFI and DENUM are INTEGER, while remaining
ones are REAL ones. Elements ENRG(I), SPFI(I), IPFI(I) and DENUM(I) repre-
sent the excitation energy in MeV, spin, parity and the number of depopulating
transitions of the level. If the SPFI(I) is a half-integer number its value should be
given in the form 0.5, 1.5, etc. The number of de-exciting transitions of a given
level (variable DENUM) must be smaller or equal to 20.

Values IPFI(I)=0 and 1 represent positive and negative parities, respectively. Val-
ues of ENRG(I) should be listed in increasing order.

PRIM(99) and ERRPRIM(99) — intensities and their uncertainties, respectively, of pri-
mary transitions feeding individual levels below FE..;. These variables are read
only if IPRIM=1 and can be given in “arbitrary” units. The absolute intensity of
primary transitions per neutron capture, that is used by the code, is given by the
product of variables FACTNRM and PRIM. If values of PRIM are given in intensities
per neutron capture, the value of FACTNRM has to be equal to unity. If uncertainties
are unknown, it is strongly recommended to use 0.0 value for them. In fact, values
of ERRPRIM are not used in the present version of the code.

ENRGF, DESP, IPAR, SAL, ERRSAL, ALPHA and DMIX — variables referring to each depop-
ulating transition of a given initial level with energy ENRG(I). The variable IPAR
is INTEGER, while the remaining ones are REAL.

Variables ENRGF, DESP, IPAR, SAL, ERRSAL, ALPHA and DMIX stand for the excitation
energy of a final level in MeV, its spin and parity, the dimensionless depopulating
intensity and its error, the value of internal conversion coefficient ajc, see Eq.
and Sec. and the values of multipole mixing ratio ¢ (in the Rose-Brink
convention), respectively. The convention for parity IPAR is identical with that for
the variable IPFI. If DESP is a half-integer number its value should be given in the
form 0.5, 1.5, etc.

The number of lines with the set of these variables for each initial level has to
be equal to the value of variable DENUM. It is recommended to have individual
lines corresponding to de-exciting transitions of the level with initial energy ENRG
ordered increasingly in energy ENRGF.

Branching intensities SAL can be given in arbitrary units. However, all these in-
tensities must be positive, i.e. higher than zero. The errors of the intensities of
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secondary transitions ERRSAL(I) are used for calculation of branching intensities
in individual nuclear supra-realizations. If ERRSAL(I)=0.0 for all transitions de-
exciting the level with energy ENRG, the branching intensities are the same for all
nuclear supra-realizations.

If the value of the conversion coefficient ai;¢ is for a given transition unknown from
previous experiments, it is recommended to use ALPHA=0.0. In such a case, the
ajc is calculated in the code using information on E, and ¢ (variable DMIX), see

Eq. .

Energy of the same level below E.. often appears several times in the input data
— as ENRG and then possibly several times as ENRGF. It is important to note that
energies of the same level at different places in the input file has to differ by less
than 0.00001 MeV!

Data needed for internal conversion coefficients calculation:

XRAYK, XRAYL — the REAL electron binding energy (in MeV) for K and L shells in
atoms containing the nuclei of interest. In reality, these energies are not used for
calculation of any quantity in the present version of the code. So, they can be
arbitrary at the moment.

NMU — the INTEGER parameter, representing the highest multipolarity, L, for which
the electron internal conversion coefficients (ICCs) are tabulated. The maximum
permissible value is 5. Conversion coefficients a;¢o can be obtained from the BRICC
database [12] up to L = 5.

NENT — the INTEGER parameter, representing the number of transition energies for which
total ICCs ajc are tabulated just below in the input file, see variables ELENT and
CONVT. The maximum permissible value of NENT is 50 at the moment.

ELENT(50) — the REAL array of transition energies (in units of MeV) for which the values
of total ICC ajc are stored in the array CONVT. The energies should be listed in
the increasing order. The lowest energy should be smaller (or at least very similar)
to a width of each bin given by (BN-ECRIT)/NBIN.

CONVT(0:1,5,50) — the REAL array, whose elements carry values of total ICCs coeffi-
cients ayo. For definition of the coefficient see Sec. The element CONVT (ITY,MU,K),
occurring in the above-shown set of READ statements, represents the ICC for the
type of radiation ITY, the multipolarity MU and the transition energy ELENT (K).
Here, ITY=0 and ITY=1 correspond to electric and magnetic type of radiation, re-
spectively. The value MU=1 stands for the dipole radiation (L = 1), MU=2 for the
quadrupole radiation (L = 2), etc.

NENK — the INTEGER parameter, representing the number of transition energies for which
K-shell ICCs are tabulated just below in the input file, see variables ELENK and
CONVK. The maximum permissible value of NENK is 50 at the moment.

ELENK(50) — the REAL array of transition energies (in MeV) for which the values of
K-shell ICC af(c are stored in the array CONVK. The energies should be listed in
the increasing order.
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CONVK(0:1,5,50) — the REAL array, whose elements carry values of K-shell ICCs
coefficients 0‘%- For definition of the coefficient see Sec. The element
CONVK(ITY,MU,K), occurring in the above-shown set of READ statements, repre-
sents the ICC for the type of radiation ITY, the multipolarity MU and the transition
energy ELENK (K). Here, ITY=0 and ITY=1 correspond to electric and magnetic type
of radiation, respectively. The value MU=1 stands for the dipole radiation (L = 1),
MU=2 for the quadrupole radiation (L = 2), etc.

General remarks to the input data:

e All energies in the input data, with the exception of the neutron energy (variable
En), should be given in units of MeV! This requirement was each time noticed in
the above-given description of the variables.

e Energy of a discrete level can occurs several times (as ENRG and ENRGF variables) in
the input data . For correct functioning of the code it is important that numerical
representation of this energy is in all these cases identical. More precisely their
values must differ by less than 0.00001 MeV.

e Further, energies of any pair of different levels should differ by more than 0.00001
MeV.

5.2 Input File RES PAR.DAT

This input file is required only if option IVER = 2 is used in DICE_EV.DAT file. In such a
case it is assumed that the initial state comes from s-wave neutron capture. Contribution
of neighboring resonances at the neutron energy E, (variable En) is calculated and
the fluctuation properties of primary transitions are determined using Eq. @ This
distribution might differ from the Porter-Thomas one used in all other cases.

Parameters of (significantly) contributing resonances must then be specified in the
input file RES_PAR.DAT. A full set of READ statements of the subroutine RES_PAR, that
reads this ASCII input file, is listed here. By this set a required file structure is again
uniquely given.

READ(6,*)
READ(6,*) NRES(1)
DO 1=1,NRES(1)
READ(6,*) ERES(1,1),GRED(1,1),GGAM(1,1)
ENDDO
IF (SPINt.NE.O.) THEN
READ (6, *)
READ(6,*) NRES(2)
DO 1=1,NRES(2)
READ(6,*) ERES(1,2),GRED(1,2),GGAM(1,2)
ENDDO
ENDIF

The meaning of individual variables is:
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NRES(2) — the INTEGER numbers of neutron resonances that significantly contribute to
the capture cross section. NRES (1) serves for the resonances with spin J = Jr—0.5,
while NRES(2) for the resonances with spin J = Jp + 0.5; value of Jrp is stored in
variable SPINT. At least two resonances of each contributing spin are required, i.e.
NRES(I) >2!

ERES(50,2), GRED(50,2), GGAM(50,2) — the REAL energies, “reduced neutron widths”
and total radiation widths of the neutron resonances contributing to the neutron

capture, respectively. The energy is expressed in eV, while the two remaining

quantities in meV. The quantity 2gF£lO) is assumed here to be the reduced neutron

width instead of ”pure” reduced neutron width F%O). Thy symbol g stands here

for the spin factor. The reason for using QgF%O) instead of I‘q(zo) is that the former
quantity is often listed in literature.

In reality, if the contribution of one resonance spin to the capture cross section at
the specified neutron energy is below 1072, the spin of initial level for all cascades is set
to the other possible capturing spin.

5.3 Input Files PSFE1.DAT, PSFM1.DAT, PSFE2.DAT

These input files are required only if the value of the corresponding switch NOPTE1,
NOPTM1 or NOPTE2, specifying the E1, M1 or E2 PSF models, respectively, equals to a
value between 11 and 15. If this is the case, the file for given transition type (E1, M1
or E2) is read in subroutine READ_EV. These values of switches indicate that (at least
of a part of) the PSF of a given type is assumed to be given in tabulated form. The
following sequence of the READ statements is called:

READ (5, %)
READ(5,*) NPSF(n)
READ (5, %)
DO IEN = 1, NPSF(n)
READ(5,*) TABENPSF(n,IEN),TABPSF(n,IEN)
ENDDO

The meaning of individual variables is:

NPSF (n) — the INTEGER number of lines with data on PSFs. The value of n = 1,2 or 3
stands for F1, M1, and E2 transitions, respectively. Only data for one value of n
are read in one file, i.e. NPSF(1) is read in the file PSFE1.DAT, NPSF(2) is read
in the file PSFM1.DAT, and NPSF(3) is read in the file PSFE2.DAT.

TABENPSF (3,400) — the REAL E, energies in MeV which the tabulated PSFs are given
for. All energies must be positive (i.e. not even equal to zero) and the individual
lines must be ordered from the lowest to the highest y-ray energy.

TABPSF (3,400) — the REAL values of PSFs in units of MeV 3 corresponding to the
energy specified in TABENPSF.

It should be noted again that the corresponding file is read only if the switch NOPTE1,
NOPTM1 or NOPTE2 equals to a value between 11 and 15.
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5.4 Input File LDTAB.DAT

This input file is required only if NOPTDE=11. The level density is assumed to be given
in the tabular form for each spin and parity of levels. If this is the case, the file is read
in subroutine READ_EV. The following sequence of the READ statements is called:

READ(5,*)
READ(5,*) NLD, SPACRES,SPINi,IPINi,corAlpLD,corDellD
READ(5,*)
DO IEN = 1, NLD
READ(5,*) TABENLD(IEN),DUMMY,DUMMY,DUMMY,DUMMY,
* (TABLD(IEN,J,0),J=0,MAXJC)
ENDDO
READ(5,*)
DO IEN = 1, NLD
READ(5,*) TABENLD(IEN),DUMMY,DUMMY,DUMMY,DUMMY,
* (TABLD(IEN,J,1),J=0,MAXJC)
ENDDO

The meaning of individual variables is:
NLD — the INTEGER number of excitation energies the level density is tabulated for.

SPACRES — the REAL value of the s-wave resonance spacing in units of MeV. In reality,
this variable is not used in the present version of the code. So, its value can be
arbitrary.

SPINi and IPINi — the REAL spin and INTEGER parity of the capturing state for neutron
capture. These values are supposed to be the same as those of variables SPINt and
IPINt in DICE_EV.DAT input file. However, also these variables are not used in the
present version of the code. So, their values can be arbitrary.

TABENLD(270) — the REAL excitation energies in MeV for which the tabulated level
density is given. All energies must be positive (i.e. not even equal to zero) and the
individual lines should be ordered from the lowest to the highest excitation energy.

TABLD(270,0:49,0:1) — the REAL values of level density in units of MeV~! correspond-
ing to the excitation energy specified in TABENLD, spin J (second parameter) and
parity specified in the last parameter of the array. The convention of parity is the
same as for other parity values in the code, i.e. 0 and 1 for positive and negative
parity, respectively.

Each line corresponds to given energy and parity and values for all spins must
be given. Used form of the level-density table corresponds to that available in
the RIPL database [5] for the “HFB Total Level Densities”. Corresponding parts
of the table available in RIPL can thus be used in LDTAB.DAT input file. Level
densities for positive and negative parity levels are read in the two parts of the file.

In the case of odd nucleus with half-integer spin values the integer part of the
spin corresponds to the second parameter of the TABLD array. In other words,
TABLD(.,0,.) stores information on levels with J = 1/2 and TABLD(.,49,.) on
levels with J = 99/2.
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DUMMY — the REAL variable that is not used in the code. The presence of this variable
is motivated by the structure of the table in just mentioned level density in RIPL
database.

corAlpLD and corDelLD — the REAL variables used for renormalization of data given in
the input file LDTAB.DAT, see Eq. (26).

5.5 Output Files EVENTS.Ssss.Rrrr

These files store information on individual v cascades from different nuclear realizations
rrr and supra-realizations sss, see Sec. The files are created if ISWWR=1. The
symbols sss and rrr are three-digit integers of the form FORMAT(I3.3). Depending on
the choice of the switch ISWBN, these files are written either in the ASCII format or
as UNFORMATTED files. Each file consists of N, (variable NEVENTS) portions of data on
individual cascades. The structure of these portions is given by the following set of
WRITE commands:

IF (ISWBN.EQ.0) THEN
WRITE (12,100) SPQQ(0),IPQQ(0),NSTEP,ELQQ(0)
IF (ISWEL.EQ.1) WRITE (12,200) (ELQQ(J),J=1,NSTEP)
IF (ISWSP.EQ.1) WRITE (12,300) (SPQQ(J),J=1,NSTEP)
IF (ISWPA.EQ.1) WRITE (12,400) (IPQQ(J),J=1,NSTEP)
IF (ISWIC.EQ.1) WRITE (12,400) (ICQQ(J),J=1,NSTEP)
IF (ISWMX.EQ.1) WRITE (12,500) (DMQQ(J),J=1,NSTEP)
IF (ISWWI.EQ.1) WRITE (12,500) (WIQQ(J),J=1,NSTEP)
ELSE
WRITE (12) SPQQ(0),IPQQ(0),NSTEP,ELQQ(0)
IF (ISWEL.EQ.1) WRITE (12) (ELQQ(J),J=1,NSTEP)
IF (ISWSP.EQ.1) WRITE (12) (SPQQ(J),J=1,NSTEP)
IF (ISWPA.EQ.1) WRITE (12) (IPQQ(J),J=1,NSTEP)
IF (ISWIC.EQ.1) WRITE (12) (ICQQ(J),J=1,NSTEP)
IF (ISWMX.EQ.1) WRITE (12) (DMQQ(J),J=1,NSTEP)
IF (ISWWI.EQ.1) WRITE (12) (WIQQ(J),J=1,NSTEP)
ENDIF
100 FORMAT (F5.1,I3,I5,F11.5)
200 FORMAT (2X,8F11.5)
300 FORMAT (2X,8F11.1)
400 FORMAT (2X,8I11)
500 FORMAT (2X,8E11.3)

This set of WRITE statements shows that the actual structure of the output file de-
pends on values of several switches described in the part related to global variables in
the input file DICE_EV.DAT. If all relevant switches are set to 1, the structure of each
portion is as follows:

1st record contains the REAL spin of the capturing state (variable SPQQ(0) ), the INTEGER
parity of the capturing state (variable IPQQ(0) ), the INTEGER number of steps [ of
a cascade (variable NSTEP) and the REAL energy of capturing state in MeV (variable
ELQQ(0)).
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2nd record contains [ REAL values of energies of all levels hit during the cascade (variable
ELQQ(J)). These energies are given in units of MeV.

3rd record lists [ REAL values of spins of all levels hit during the cascade (variable
SPQQ(J)). If the spins are half-integer numbers their value is 0.5, 1.5, etc.

4th record consists of [ INTEGER values representing parities of all levels hit during the
cascade (variable IPQQ(J)). Values 0 and 1 belong to positive and negative parity,
respectively.

5th record is formed by [ INTEGER values representing the type of radiation emitted
in individual cascade steps (variable ICQQ(J)). Values 0 correspond to =y rays,
while positive values to conversion electrons. The present version differentiates
electrons originating from ICC on the K shell (ICQQ(J)=1) from all other electrons
(ICQQ(J)=2). The latter electrons might come from any of L, M, ... shells as well
as from the conversion to the electron-positron pair.

6th record refers to [ REAL values of multipolarity mixing ratios ¢ for the individual
cascade steps (variable DMQQ(J) ).

7th record gives [ REAL values of total radiation widths I, of individual decaying levels
(variable WIQQ(J)). The first value corresponds to the total radiation width of the
initial state of the decay. These widths are given in units of MeV. The value of
I'o, is set to zero for levels below Eis.

5.6 Output file DICE.PRO

This file lists some additional information on simulated cascades and is formed by fol-
lowing parts:

e The beginning of the file summarizes the most important input data (related to
the PSFs and level density). The meaning of each variable should be evident from
the text description in the file.

e The value of total radiation width of the capturing state, I'n,, (variable RADW)
is printed together with its square root of variance obtained from simulations of
different nuclear realizations.

e The number of cascades that do not reach the ground state of the nucleus is given.
These are cascades ending at a level which has no possibility to decay. Such a
level can occur below Fgt if the number of de-exciting transitions DENUM=0 or,
in principle, also above E . if no level reachable via E1, M1 or E2 transitions
is available at lower excitation energy. The latter case can be avoided if there is
sufficiently wide range of spins of levels below FE..j; in the DICE_EV.DAT input file.

Listed number gives total number of such cascades in all nuclear realizations. In-
formation, whether such an “isomeric” state appeared in one or more nuclear
realizations is not provided at the moment.

e The list of simulated level populations per a cascade (the average and the square
root of the variance) based on populations in individual nuclear realizations is given
for each level below Eqit. Energies (in MeV) of individual levels (in the second
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column) together with their spins and parities (in the last two columns) are also
listed.

e The list of simulated level side-feedings is given analogously to the previous item.

The displayed side-feedings are understood to be given by the difference between
the sum of depopulating intensities and the sum of all those populating intensities
of a given “discrete” level, that belong to transition from level with energies below
FEit- It means that direct feeding of a level via primary transition is incorporated
into the side-feeding at the moment.

5.7 Output file LEVELS. sss

These files are produced only if the switch ISWLS=1 and provide information on all
levels simulated in individual nuclear supra-realizations sss that is given by a three-digit
INTEGER number in the FORMAT (13.3) form.

Each line of the ASCII output file corresponds to one simulated level with given
excitation energy E (REAL value in MeV), spin J (REAL number) and parity 7 (INTEGER
number). The values of 7 = 0 and 1 correspond to positive and negative parity levels,
respectively. The levels are ordered according to J and w. For given J” the levels are
then ordered decreasingly with their excitation energy.

5.8 Output files PSF_GS.DAT and PSF_INI.DAT

These two output files give a table with the PSFs values used in simulations in the step
of 50 keV. The first column corresponds to the transition energy F, in MeV and the
next three columns list the corresponding PSF values for E1, M1, and E2 transitions
(in units of MeV~CE+1) respectively.

If the PSFs follow the Brink hypothesis, the two files are identical. However, if
the Brink hypothesis is violated, they differ. The file PSF_GS.DAT lists the PSFs for
transitions to the ground state (or PSFs for photoexcitation from the ground state)
while the file PSF_INI.DAT lists the PSFs corresponding to transitions starting at the
initial energy of the cascade.
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6 Adopted models

This section lists different options for level density and PSFs that are available in the
code via different values of the corresponding switches.

The parameters used in the formulas in this section are often identified with corre-
sponding variable names used in the input files described in Sec. 5} This correspondence
is indicated via “X (variable XNAME)”, where X stands for the parameter name used in
formulas and XNAME for the variable name used in Sec. [l

Some values of the options are omitted in the lists of individual models. These
omitted values correspond usually to some test models that were used in the code in the
past.

6.1 Level Density Models

The level density p can be factorized as

p(E,J,m) = f(m)f(J)p(E), (14)

where the three factors on the right hand side of the equation stand for dependence on
parity m, spin J and excitation energy F, respectively.

Two switches govern the behavior of level density. The switch NOPTDE is responsible
for dependence of level density on excitation energy and spin, i.e. factors p(F) and f(J)
from Eq. , see Sec. while the switch LDENP is used for description of the parity
dependence f(m), see Sec. It is to be noted that any level density model is used
only at excitation energies E > F; all the information on levels for F < F; is taken
from the input file DICE_EV.DAT.

6.1.1 Energy and spin dependence — parameter NOPTDE

The present version of DICEBOX code offers the following possibilities for the choice of
the level density p as a function of excitation energy F, spin J.

e NOPTDE=0 — the Constant-Temperature (CT) level-density model in the form given
by von Egidy et al. [24) 4]

p(E, ) = F()f(m) o BP0, (15)

where the parameters T' (variable TEMPER) and Ej (variable EZERO) are, respec-
tively, the nuclear temperature and the back-shift.

The factor f(J) represents a probability that a level has a spin J. Following Ref.
[§] it is expected to have the form

_ 2+t 167(J+%)2/2027

1) == (16)

where o is a spin cut-off parameter [§]. In the parametrization of CTF from [24] 4],
a semi-empirical prescription for o is used

o =0.98 A% (17)

where A (variable AMASS) is a mass number.
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e NOPTDE=1 — the Back-Shifted Fermi Gas (BSFG) model in the form given by von
Egidy at al. in their article published in 1988 [24]
(B, T.m) = F )
yJom) = T
P 12v20a'/4(E — E;)5/4

The quantity a (variable ASHELL) is the conventional shell-model level-density pa-
rameter, while F; (variable EONE) is another back shift.

(18)

Calculating level density according to BSFG parametrization from [24], the factor
o is assumed to be

0% = 0.0888 A%/3a/2(E — Ep)V/2. (19)

e NOPTDE=2 — the energy and spin dependence of p given by Egs. and is
multiplied by a factor f. for excitation energies F in the range Fr, < E < Eg:

fuoat = DY + D) B+ DY E* + DY E3. (20)

The factor fiyuy is equal to 1 for £ < Ef, and E > Epg, where values of E, and
FE'y are given by variables DENLO and DENHI, respectively.

e NOPTDE=3 — the energy and spin dependence of p given by Egs. - is mul-
tiplied by a factor fiu¢ from Eq. for excitation energies E in the range
E;, < E < Eg. The factor fiyuy is equal to 1 for £ < Ep and E > Ep as in
the case of NOPTDE=2.

e NOPTDE=6 — the BSFG model with the same energy dependence of p as in NOPTDE=1,
see Eq. , but with the spin cut-off factor ¢ given by von Egidy and Bucurescu
in their paper from 2005 [4]

o2 = 0.0146 A%/ (1 VAR 4‘;(E - El)) . (21)
a

The a and E; parameters in this model are again given by variables ASHELL and
EONE in the input file DICE_EV.DAT.

e NOPTDE=8 — the CT model with the same energy dependence of p as for NOPTDE=0,
see Eq. , but with the spin factor f(.J) as proposed in von Egidy and Bucurescu
in their work from 2009 [23]

2J —Z 16_((]_;'_%)2/20.2
20 ’

f) = fs (22)

with
0% = 0.391 A% (B — 0.5Pyg)"312. (23)

Parameters of T, Ey, Pyo and A in this model correspond to variables TEMPERO9,
EZER009, PATRINGO9 and AMASS in the input file, respectively.

The factor f; = 1 for odd-odd and odd-mass nuclei. For even-even mass nuclei,
fs depends on excitation energy E and describes the observed staggering in the
number of levels with even and odd spins at low excitation energy:

fs = 1.0+40.227(1.0 — ) for even positive J
fi = 1.0-0.227(1.0 — z) for odd J (24)
fo = 1.0+1.02(1.0 — zy) for J = 0.
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The value of g = 0 and 1 for excitation energy ¥ < Ep, and F > Ep, respectively,
and in the region E; < F < Ep it is expressed as
E—-FEp
=—. 25
Energies Er and Ep correspond to variables DENLO and DENHI in the input file
DICE_EV.DAT, respectively.

This treatment of x; allows to have the level density with the staggering proposed
in [23] at low excitation energies but no staggering at high excitation energies.
In reality, there is no prescription for behavior of z; with excitation energy in
Ref. [23]. However, dying out of the staggering with excitation energy has been
proposed in calculations from [2] and we adopted one possible form of this behavior.
It is expected that in well-deformed rare-earth nuclei the staggering is completely
gone at excitation energies near 4 MeV.

NOPTDE=9 — the BSFG model with the same energy dependence as for NOPTDE=1 and
NOPTDE=6 but with the spin factor f(J) as proposed in von Egidy and Bucurescu
in Ref. [23] and given by Eqs. (22H25); see the text related to NOPTDE=8.

Parameters of a and F4 in this model are given by variables ASHELL09 and EONEO9
in the input file DICE_EV.DAT, respectively.

NOPTDE=11 — the level density in a tabulated form as a function of E, J, and .
The values are read from the file LDTAB.DAT. The structure of this input file is
described in Sec. [5.4l The tabulated values obtained with calculations based on
the HFB approach can be obtained from RIPL3 database.

In reality, (calculated) tabulated values piap do not necessarily reproduce the num-
ber of levels at low excitation energies and/or spacing of neutron resonances. A
renormalization of tabulated data was proposed in Ref. [9] to get the renormalized
NLD pren:

pren(Ea J, 77) = ;Otab(E —0R, J, ﬂ)eaR B0, (26)
The two parameters ap and dr are stored in variables corAlpLD and corDelLD,
respectively.

The renormalized NLD py ey is then used in simulations. Use of ar = 0 and dgp =0
makes Ptab = Pren-

6.1.2 Parity dependence — parameter LMODE

This subsection deals with the parity dependence factor f(7) from Eq. that is fully
independent of the level density dependence on excitation energy E and spin J.

A parity dependence can be applied to all NLD models described above in Sec.

with the exception of NOPTDE=11, where the parity dependence is implicitly present in
the tabulated values. Treatment of parity dependence is governed by the value of the
option LDENP:

e LDENP=0 — no parity asymmetry is considered for levels above Fi;. In other words,

f(m) = 0.5 for both parities. This is the standard option if no parity dependence
is expected.
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e LDENP=1 — the parity dependence as proposed by Al-Quraishi et al. [I] is used:

f(7T=—|—)E’O<+)21< ! >
p(+) +p(_) 2 I +exp (CW(E_ATK'))
Here, A is a “shift” in excitation energy that determines position of change from
“parity-dependent” to “parity-independent” regime of level density and C; (vari-
able DENPC) is a parameter that characterizes the “derivative of this change”. The
sign + or — depends on the dominant parity of levels at the lowest excitation ener-
gies. Specifically, parity of five lowest levels (including the ground state) as given
in DICE_EV.DAT input file is checked. If the number of positive-parity levels exceeds
the number of negative-parity levels, the sign “+” is used in Eq. . If the num-
ber of negative-parity levels exceeds th e number of positive-parity levels, the sign
—7 isused in Eq. (27)). For negative-parity level density f(rm = —) = 1— f(7 = +).
The value of f(m) = 1/2 is reached at high excitation energies.

(27)

In reality, with the option LDENP=1 the value of parameter A, as suggested in
Ref. [1] is used. The parameter C, (variable DENPPC) is to be set manually; the
value C; = 3 MeV~! was proposed in [I].

e LDENP=2 — the same parity dependence as in the case of LDENP=1 is used, see Eq.

, but the parameter A, is calculated from parameters in the input file as

F2)

_ 1
Ay =FY 4 el

(28)

The values of parameters A and F,g) are stored in variables AMASS and DENPEN(I),
respectively.

6.2 FE1 PSF Models

Selection of the F1 PSF model is made via switch NOPTE1. The following models are
available:

e NOPTE1=0 — The single-particle (SP) model in which the £'1 PSF is an E,-independent
constant, f(F1) = kg;. The value of the constant is given by variable DEG in input
file DICE_EV.DAT.

e NOPTE1=1 — Standard Lorentzian (SLO) shape of the E1 PSF, sometimes also
called Axel-Brink model:

(BD) (py — JG E FG
fS ( 7rhc 2 Z E2 1'\2 : (29)

where, parameters Eg,, I'g, and og, correspond to the energy, width and cross
section at the maximum of the i*" assumed resonance, respectively. The values of
these parameters are given by variables ER(i), WO(i) and SIG(i) in the input file
DICE_EV.DAT in units of MeV, MeV and mb, respectively. Although the SLO shape
of the Giant Electric Dipole Resonance is usually given by one or two resonance
terms, the allowed number of resonances in the code is n = 5.
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e NOPTE1=3 — Usually used form of the Enhanced Generalized Lorentzian (EGLO)
model proposed as a generalization of the GLO model (see NOPTE1=5) for deformed
nuclei by Kopecky et al. [14]. The E1 PSF in this model is given by

— 0, Tq, FrD, (B, =0,T)
foeno By, T) = G| A(E,,T) + i ., (30)
EGLO Y ; 3(7ThC)2 Y Eé’l
E,TE (E,, T
A(E’Y’T) _ 8 Gl( Y ) (31)

(B3 — EZ,)* + (B, T¢, (B, T))*

Parameter Fi (variable FERMC) was suggested to be about 0.7 in [I1], 5], and the
temperature-dependent width ng (E,,T) is given by

EEO

EZ 4 47°T?
Eg, — EO

Fgl (E’Yv T) =lg, 2 ko + ( kO) ’ (32)
G;

with the temperature

T =T(Ey) = /(E; - Ep)/a=/(E: - E, — Ep)/a, (33)

where E; and Ey are excitation energies of the initial and the final level in the
decay and T = 0 if the argument of the square root in Eq. is negative. The
parameter a is the usual shell-model level density parameter (variable ASHELL) and
Ep is the pairing energy (variable PAIRING). Parameters k¢ (variable EKO) and EO
(variable EGZERO) were discussed in [I4] [5]. Ref. [I4] suggested EO = 4.5 MeV and
the value of the parameter ky depending on the level-density formula Analysis of
spectra from neutron resonances indicates that kg could reach values in the range
~ 2 — 4 in well-deformed rare-earth nuclei, see e.g. Ref. [15] 21].

Please note that the shape of f(#1) depends on the excitation energy of initial /final
level via Eq. in this model.

e NOPTE1=4 — Model suggested in [I1] by Kadmenskij, Markushev and Furman, often
called the KMF model:

Fx n (ofe? EGZ- FG FG (E T)

(B, T) = (34)
KMF 3(mhe)? (E2 — E%)? ’
with the T-dependent width
E? 4+ 4n*T?
G, (E,,T) =T, (35)

The meaning of all parameters is the same as in the NOPTE1=3 option; temperature
T is given by Eq. 1} Please note that the shape of f(#1) depends on the
excitation energy of initial/final level via Eq. in this model.

e NOPTE1=5 — Phenomenological Generalized Lorentzian (GLO) model proposed by
Kopecky and Uhl in [13]:

E1) 1 BT (B, T) Am*T°TE,
F&GQE Ty) = —— > oa.lg, ; + P
GLOVEY )™ 3(rhe)2 ; (E2 — E%)? + E2TEA(E,,T) E2,
(36)
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where T'(; (E,,T) is given by Eq. (35).

Please note that the shape of f&1) depends on the excitation energy of initial /final
level via Eq. in this model. It should be stressed that there exist other
formulations of the GLO model where f(£1) is not a function of excitation energy
— the model is sometimes used with a fixed temperature or with the temperature
defined as T' = /(S,, — Ep)/a, where S,, is the neutron separation energy and Ep
is an energy shift.

e NOPTE1=6 — The Modified Generalized Lorentzian (MGLO) model as introduced
in Ref. [15]. The functional form of this model is similar to the EGLO model, see
NOPTE1=3, but in the MGLO model it is assumed that ky = 1 in this second term
of Eq. , so that the expression for the MGLO E1 PSF reads

A2 Fy Tk, T2
(E1) _ el Klg
fiato (B _§ j3 A(E,,T) + —Eg ) (37)
=1 i

The meaning of all variables is the same as in options NOPTE1=1 and NOPTE1=3.
Please note that the shape of f(£1) depends on the excitation energy of initial /final
level via Eq. in this model.

The change of the PSF with respect to NOPTE1=3 leads to significant suppression
of the “low-energy enhancement” of the PSF for transitions to excited states.

e NOPTE1=7 — The SMLO form of the E1 PSF, which is given by [20]

E1) 1 n O'G E,Tg, FS (E , 1)
fS(MLO( By) = 3(mhe)? 1 —ex /T) Z E? FS; E,T) 38)
p(—E,/T) = Eg,)? + ESTEA(Ey, T)

where o

E Eq, + 47T
DS, (B,,T) = T, =G T 202" (39)

2 EGL
and

T = \J(Ei — By)/A%10 = \/Eg /A 10. (40)

where E; and Ey are excitation energies of the initial and the final level in the
decay, respectively. Please note that the shape of f (£1) depends on the excitation
energy of initial/final level via temperature 7" in this model.

e NOPTE1=11 - The E1 PSF is given in a tabulated form as a function of E,,

t(il) (Ey). The values of ft(jjl) (Ey) are read from the file PSFE1.DAT. The structure
of this input file is described in Sec. Exact validity of the Brink hypothesis
is assumed in this model. The value of f(# 1)(E,y) for a specific energy is obtained

from interpolation using two points for lower and two for higher E,.

e NOPTE1=12 — The E1 PSF model is given by [10]

FENE,,T) = fE(E,) +

Ef(El
1+ exp(Ey — EY)
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where ftil (Ey) is the £1 PSF in the same tabulated form as in NOPTE1=11 option.

Individual ftEl)( E.) values are read from the input file PSFE1.DAT. The structure
of this input file is described in Sec. Further, E; = Ey + E, is the excita-
tion energy of the decaying state and parameters féEI) and Eigll) are given by
variables PAR_E1(1) and PAR_E1(2) of input file DICE_EV.DAT, respectively. The
model introduces “phenomenological” low-energy E. enhancement in E1 PSF as
a function of excitation energy; it thus partly violates the Brink hypothesis.

The product of F; and fO(El) characterizes the E1 PSF limit at E, = 0 for given
initial excitation energy F;. As F; is expressed in units of MeV, the units of féEl

El)

are MeV~%. Parameter E,(Y 1 is then expressed in units of MeV and characterizes
the region of E, energies which are affected by the low-E, enhancement.

e NOPTE1=42 — The E1 PSF model given by the KMF model, see option NOPTE1=4
above, multiplied by a dimensionless constant CfEl) (variable PAR_E1(1) in the
DICE_EV.DAT input file):

(E) e & Eg, Tq 'L (E,,T)
(E1) (B (B Oy Fk ~9G: g La, L, (B,
Sxmp-ren (B, T) = O frup(By, T) = 3(7he)? (B2 - FZ, )’ ’

(42)
with the T-dependent width given by Eq. and temperature T by Eq. .

i=1

e NOPTE1=43 — The E1 PSF model given by the sum of the KMF-REN model, see
NOPTE1=42 option, and a low-energy enhancement of exponential form:

(B

C}El)CéEl)E-y Cy
3(mhc)?

Parameters describing the low-energy enhancement CZ-(EI)
PAR_E1(i) in the input file DICE_EV.DAT. The constants CfEl) and C}SEI) are di-
(E1)

mensionless and the factor C,

FEVNE,,T) = fiiie_run (B T) + (43)

are given by variables

is given in fm2.MeV 1.

6.3 M1 PSF Models

Selection of the M1 PSF model is made via switch NOPTM1. The following models are
available:

e NOPTM1=0 — The single-particle (SP) model in which the M1 PSF is an E,-
(M1)

independent constant, fop ~’ = kps1. The value of the constant is given by variable
DMG in input file DICE_EV.DAT.

e NOPTM1=1 — The Lorentzian PSF shape given by the same functional form as in
Eq. but with different parameters of individual resonances:

Jsio (By) = whc 2 Z + E2 F2 ' (44)

Parameters Eyy,, I'yg; and oy, correspond to the energy, width and cross section
at the maximum of the i*" assumed resonance, respectively. The values of these
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parameters are given by variables ERM(i), WMO(i) and SIGM(i) in the input file
DICE_EV.DAT in units of MeV, MeV and mb, respectively. The allowed number of
resonances in the code is n = 5.

This functional form of f1) is often used for description of the spin-flip as well
as the scissors resonances. The model follows the Brink hypothesis.

NOPTM1=4 — The combination of the models given by NOPTM1=0 and NOPTM1=1. The
functional form of f(MD(E.,) can be expressed as:

n

O'M E, I?
FYNE) =k + 10EN(E By) =han+ 5 22 M;
=1

PO AN

(45)

The meaning of all variables is the same as in NOPTM1=0 and NOPTM1=1 options.

In reality, the value of kjsq is assumed to be given by variable DMG only for for energy
of the final state of the decay Ey = E; — E, satisfying the relation Ey < Ey,
(variable PARM1(1)). For E; > Ey, it is assumed that kp;y = 0. It is thus
recommended to use the value of variable PAR M1(1) higher than the energy of
initial state (variable BN).

NOPTM1=6 — The functional form of f(MV(E,) is given by the sum of NOPTM1=1
and an exponential background

FYV(E) = kgt exp(—E, /CMY) + 100 (E,) (46)

where the constant C£M1) in units of MeV corresponds to the variable PAR_M1(1)
in the DICE_EV.DAT file.

NOPTM1=11 - The M1 PSF is given in a tabulated form as a function of E,,

t(;\gl)(Ey). The values of ft(i\gl)(Ey) are read from the file PSFM1.DAT. The struc-

ture of this input file is described in Sec. Exact validity of the Brink hypothesis
is assumed in this model.

NOPTM1=12 — The M1 PSF model as proposed in Ref. [10]:
f(Ml) — ft(a]\gl) + féMl)(l.O + A(Ml)E,?y’) exp(— hf(yMll)E ) (47)

where ft(é\g U is the M1 PSF in the same tabulated form as in NOPTM1=11 option.

Individual ft(;‘g Y values are read from the input file PSFM1.DAT. The structure of
this input file is described in Sec. Additional parameters fé\/[ 1 hf/]\]@ll), and
AMD “given in units MeV 3, MeV~! and MeV 3, then describe the behavior of a
low-E, M1 PSF enhancement and correspond to variables PAR_M1(1), PAR M1(2)
and PAR_M1(3) in DICE_EV.DAT input file, respectively. Exact validity of the Brink
hypothesis is assumed in this model.

NOPTM1=21 — The M1 PSF model given by the Lorentzian M1 PSF model, see

option NOPTM1=1 above, multiplied by a dimensionless constant C{Ml) (variable
PAR M1(1) in the input file DICE_EV.DAT):
M1) (M1
FOE) = o™ g (B,). (48)
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e NOPTE1=22 — The M1 PSF model given by the sum of the model corresponding to
the sum of the NOPTM1=21 option and an exponential low-energy enhancement:

_ ~(M1)
C£M1)05M1)E7 Cy

_ (M1) ((M1)
FO(Ey) = O 150 () + H

(49)

Parameters describing the low-energy enhancement CZ»(Ml are given by variables

)
PARM1(i) in the input file DICE_EV.DAT. The constants C\"" and C{™" are

)

dimensionless and the factor C’éMl is given in fm2.MeV~1.

6.4 FE2 PSF Models

Selection of the F2 PSF model is made via switch NOPTE2. The following models are
available:

e NOPTE2=0 — The single-particle (SP) model in which the £2 PSF is an E,-independent
constant, f(F2) = kpo. The value of the constant is given by variable QEL in input
file DICE_EV.DAT.

e NOPTE2=1 — The E2 PSF shape which is based on the Lorentzian shape of pho-
toabsorption cross section

n

f(EZ)(E ) = ;L Z IE; F2Ei (50)
" 5(mhe)? By < (E2 - ER)? + E2T%,

where, parameters Ef,, I'g, and og, correspond to the energy, width and cross
section at the maximum of the i*" assumed resonance, respectively. The values of
these parameters are given by variables ERE(i), WEO(i) and SIGE(i) in the input
file DICE_EV.DAT in units of MeV, MeV and mb, respectively. The allowed number
of resonances in the code is n = 5.

The factor 1/E., appeared in Eq. instead of E, in Egs. and Eq. due
to the relation between the average photoabsorption cross section (for absorption
of a transition of type X and multipolarity L) o(X*)(E,) and PSFs

1 U(XL)(EW)
(whe)? (2L + 1)E2E-1

FXD) = (51)

As a consequence, the same form of the photoabsorption cross section for transi-
tions of all multipolarities leads to different E, dependence of PSFs.

e NOPTE2=11 - The E2 PSF is given in a tabulated form as a function of E,,
ft(jf) (E5). The values of ft(:f)z) (E,) are read from the file PSFE2.DAT. The structure

of this input file is described in Sec. Exact validity of the Brink hypothesis is
assumed in this model.

6.5 Adding new models

Users are welcome to add their own models of level density or PSFs. The function
DENSITY(...) should be used to add new models of level density. New models of
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photon strength functions should then be added to the function SGAMMA(...). Please
note that function SGAMMA does not calculate f(X%) but the product fXL) E,QYLH.

If new variables are to be used in a user defined model, they should be added to
the corresponding COMMON blocks. The COMMON block /DEN/ is recommended to be used
for variables related to level density, the COMMON blocks PHOTO or DIPE1 for variables
related to the strength functions. However, there should be sufficient number of avail-
able variables in the present version of input file DICE_EV.DAT that could be used for
different parameters in the models; see variables DENPC, DENPEN (3) and DENPAR(4) for
level density and PAR_E1(3), PAR_M1(3), EKO, EGZERO for PSFs.

One of the possible ways how to add a user-defined model is to exploit the options
NOPTLD=11, NOPTE1=11, NOPTM1=11, and NOPTE2=11. In these cases the level density
and/or PSF models can be added in the form of a table into the corresponding input
file, see description of these options in Secs. and [6] The description of the format
of these input tables is given in Secs. and Any model of level density can
be used with NOPTDE=11. The PSF models with the corresponding option equal to 11
are restricted to those that follow the Brink hypothesis. Use of these options does not
require any changes of the COMMON blocks in the code.
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7 Examples

A few examples of input files are attached to the present DICEBOX distribution. These
examples can also be used for verification of successful compilation of the code. The
number of nuclear supra-realizations (variable NSREAL), nuclear realizations (variable
NRL) and cascades (variable NEVENTS) are small in these examples. These numbers are
recommended to be used for the verification but must be changed for real use of the code;
see recommendations for each number in description of these variables in the “Global
variables” part of Sec. and in Ref. [I7]. As a rule of thumb, the number of cascades
is recommended to be at least a few hundred thousands during the use of the code for
realistic simulations.

In all the examples below we will assume that Porter-Thomas fluctuations of indi-
vidual partial radiation widths are switched on, i.e. NOPTFL=1. At the same time, it
is usually assumed that the actual number of levels in a given simulated bin fluctuates
according to the Poisson distribution, i.e. the LMODE=0 option is used.

7.1 Example 1:
Decay of 27 level (resonance) at neutron separation energy of %Mo

This is probably the most typical option for running the code. It corresponds to a decay
of a well separated level with specified spin and parity at certain excitation energy. If
this level is just above the neutron (proton) separation energy, we usually talk about
neutron (proton) resonances. Intensities of primary transitions are usually unknown in
these cases. Global switches governing the run of the code are thus set to:

* Switches governing the run of the code (IVER, IPRIM)
0 0

and the specification of the capturing state, that corresponds to a low-lying s-wave
neutron resonance (with J™ = 2¥) originated from a neutron capture in Mo target, is

# Neutron capturing states - Sn (MeV), J, Pi
9.1540 2.0 O

If one wants to write down all available information on the decay process (in the
ASCII form) and also all the levels produced in individual nuclear supra-realizations,
the switches governing the writing down the output files should be set to

* Switches governing writing (ISWWR,ISWBN,ISWEL,ISWSP,ISWPA,ISWIC,...)
1 0 1 1 1 1 1 1 1

The combination of the GLO E1 PSF model (NOPTE1=5) and a “composite M1 PSF
model” (NOPTM1=4) is used. The Giant quadrupole resonance model (NOPTE2=1) is used
for E2 PSF together with the BSFG model from [4] (NOPTDE=6) with parity dependence
at low excitation energies (LDPDEP=2). In this example parameters governing the parity
dependence of the level density are given in:

* LD parameters for "parity-dependent" level density - PRC67, 015803
1.0 5.0 0.0 0.0
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This model is based on results presented in Refs. [16] [19].

Critical energy, Feit, is set to 2.79 MeV with 23 levels known below this excitation
energy. The normalization factor for intensities can be ignored in this case as intensities
of primary transitions to levels below E.; are not considered. The factor can reach any
value; it is set to 0.01 in the example file. In reality, intensities of primary transitions
to levels below FE..; can be found in the input file but they are not read using the set of
above-given options.

As the switch that governs writing of information on levels is on, files with levels
generated in the code for each nuclear supra-realization (LEVELS.sss) are produced.
Total number of levels generated levels (i.e. the number of levels below energy of initial
state (variable BN) with J =0 —49 or J = 1/2 —99/2) is about 10°.

7.2 Example 2:
Decay of 37 level(resonance) at neutron separation energy of Mo
using user defined models for PSFs and level density

This example, simulating a decay of a 3" level (a low-lying s-wave neutron resonance
produced in the neutron capture in *’Mo) at neutron separation energy of 8.6426 MeV
in %Mo, shows how to use “user defined” models of the photon strength functions for
E1 and M1 transitions and of the level density. Use of these “user defined” models is
achieved with NOPTE1=11, NOPTM1=11 and NOPTDE=11 options; in reality the values in
the input files correspond to models based on the HFB calculations available via RIPL-3
database [5]. The corresponding input files — PSFE1.DAT, PSFM1.DAT, and LDTAB.DAT —
are needed in this case, see Secs. and [5.4]

Fluctuation in the number of generated levels is in this case given by the LMODE=2
option, i.e. the Wigner distribution of the nearest neighbor spacings without long-
range correlations is used for producing levels in individual bins. Intensities of primary
transitions to levels below FE. are assumed to be unknown similarly to the previous
example.

Using the global options

* Switches governing writing (ISWWR,ISWBN,ISWEL,ISWSP,ISWPA,ISWIC,...)
1 0 1 0 0 1 0 0 0

only information on the excitation energy of levels fed in each simulated decay and on
the type of the emitted particle (v or e~ due to electron conversion) is written down
into the (ASCII) output files EVENTS.Ssss.Rrrr. The files LEVELS. sss are not created.

7.3 Example 3:
Decay of 2~ level (resonance) at neutron separation energy of '**Gd
with known intensities of primary transitions to low-lying levels

It might (although very rarely) happen that intensities of primary transitions from a
well-separated initial level (neutron resonance) to levels below FE..t are known. If this
is the case, the switches governing the run of the code should be set to:

* Switches governing the run of the code (IVER, IPRIM)
0 1
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An example of this might be the decay of the first resonance in the »7Gd(n,y)
reaction. The intensities of primary transitions to many levels are known as thermal
neutron capture is really dominated by this resonance. Intensities of primary transitions
measured in thermal neutron capture can thus be used.

Similarly to the previous example, only information on energy of levels hit in the
decay and the type of the emitted particle (v or e~) is stored in the output files
EVENTS.Ssss.Rrrr.

The KMF model (NOPTE1=4) is used in this example for E1 PSF, while the M1 PSF
is given by a composite model NOPTE1=4. The resonance terms in this M1 PSF model
correspond to a Lorentzian parametrization of the scissors mode — resonance near 3 MeV
—, and the double-humped resonance description of the spin-flip mode — two resonances
between 5 and 10 MeV. The SP model is used for £2 PSF (NOPTE2=0) and the BSFG
model from [4] (NOPTLD=6) with no parity dependence above E.; for level density. This
selection of parameters is based on results of [6 22].

The combination of switches IVER=0 and IPRIM=1 can often be used also for simula-
tion of decay from thermal neutron capture on nuclei with the target J% = 0%. In this
case, only resonances with J™ = 1/2% contribute to thermal neutron capture. The only
difference with respect to the choice of switches IVER=2 and IPRIM=1, see Sec. [7.0] is the
difference in fluctuation properties of primary transitions. However, the difference be-
tween the Porter-Thomas distribution — used for IVER=0 — and the distribution obtained
from all contributing resonances is for many nuclei very small.

7.4 Example 4:
Decay following thermal neutron capture in Pt with known in-
tensities of primary transitions and unknown neutron resonance
parameters

Several neutron resonances usually contribute to the thermal neutron capture. Specifica-
tion of their contribution can be made in two different ways. One way of the specification
is described here and in Sec. for the second possibility see Sec.

This example describes a situation typical for odd-A target where two capturing spins
may contribute to the neutron capture and the fraction of captures via individual initial
spins are known. Specifically, the JT = 1/27 ground state of 195Pt can produce s-wave
capture on resonances with J™ = 0~ or 17. Experimental data on individual resonances
indicate that about 3.2% of captures proceeds via 0~ while the rest via 1~ resonances.
At the same time, intensities of primary transitions to levels below Egit = 1.8 MeV are
assumed to be known. As a result, the switches and variables governing the run of the
code can be set to:

* Switches governing the run of the code (IVER, IPRIM)
1 1

# Neutron capturing state (Sn, J_T, pi_T, CAPFR(1))
7.9219 0.5 1 0.032

Here, the fraction of captures on the lower spin, J™ = JJ —1/2 = 07, is given by the
variable CAPFR(1). The fluctuation properties of primary transitions from the capturing
state of given J™ obey the PT distribution with this choice of switches.
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The E1 PSF is assumed to be given in a tabulated form (NOPTE1=11), M1 PSF is
given by the SF resonance of Lorentzian shape (NOPTM1=1) and E2 PSF by the SP model
(NOPTE2=0). The constant temperature formula from [4] is used for level density model
(NOPTDE=0), no parity dependence is assumed above Fc; (LDPDEP=0). Information on
energy of hit levels in the decay and its spin and parity is stored in the ASCII output files
EVENTS.Ssss.Rrrr. Files with levels generated in individual nuclear supra-realizations
are not produced.

In a general case, the fraction of the capturing state with lower spin can reach any
value between 0.0 and 1.0. If the value CAPFR(1)=0.0 (1.0) was used, all decays would
proceed via J™ = 17 (07) resonances. This situation, CAPFR(1)=0.0 or 1.0, is not
rare and means that only resonances with one spin contribute to the (thermal neutron)
capture. As the fluctuations of primary transitions follow the PT distribution for IVER=1,
the following two choices of switches and variables in DICE_EV.DAT, which would simulate
decay of J™ = 1~ resonance, are equivalent:

1. * Switches governing the run of the code (IVER, IPRIM)
1 1
# Neutron capturing state (Sn, J_T, pi_T, CAPFR(1))
7.9219 0.5 1 0.0

2. * Switches governing the run of the code (IVER, IPRIM)
0o 1
# Neutron capturing state (Sn, J_res, pi_res)
7.9219 1.0 1

The same situation would happen for a resonance decay from the s-wave neutron
capture in even-even nucleus with target spin J7 = 07. In this case, any of the following
choices can be used:

1. * Switches governing the run of the code (IVER, IPRIM)
1 1
# Neutron capturing state (Sn, J_T, pi_T, CAPFR(1))
6.500 0.0 0 1.0

2. * Switches governing the run of the code (IVER, IPRIM)
0 1
# Neutron capturing state (Sn, J_res, pi_res)
6.500 0.5 0

The energy of the initial level was (randomly) set to 6.5 MeV in this artificial example.

7.5 Example 5:
Decay following thermal neutron capture in °”Mo with unknown
intensities of primary transitions

It can happen that primary transitions to low-lying levels from the thermal neutron
capture are unknown. This example describes this option using the decay of “®Mo
produced in “"Mo (n,7y) reaction. General switches in this case are
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* Switches governing the run of the code (IVER, IPRIM)
1 0

# Neutron capturing state
8.6426 2.5 0 0.0

This choice indicates that there is no contribution of 2 resonances to the thermal
neutron capture and all v decays thus start from J™ = 3T resonances. As already
mentioned in the previous example, see Sec. exactly the same treatment of the
capturing state can be reached using

* Switches governing the run of the code (IVER, IPRIM)
0 o

# Neutron capturing state (Sn, J_res, pi_res)
8.6426 3.0 0

The PSFs models used in this example are the same as in Sec. The level density
model has a parity dependence and an even-odd spin staggering above F;it. The parity
dependence is indicated by LDPDEP=2 and the even-odd spin staggering is an inherent
part of the level density model used. (The staggering is an integral part of the models
NOPTDE=8 and 9 from [23], see Sec. [6.1.1}) The parity dependence is specified via:

* LD parameters for "parity-dependent" level density - PRC67, 015803
1.0 3.2 0.0 0.0

This setting corresponds to Cr = 1.0 MeV~! and A, = 3.2 in Eq. . These parame-
ters mean that the parity independence can be considered only above excitation energy
of about 5 — 6 MeV.

The even-odd spin staggering of the model NOPTDE=9 is assumed to fade away with
excitation energy, see description of the model in Sec. The two energies describing
this fading, £, and Ey from Eq. are the first two parameters on the line

* Auxiliary level density parameters (DENPL,DENPU,DENPA,DENPB,DENPC,DENPD)
2.0 5.0 0.0 0.0 0.0 0.0

Thus, the staggering completely disappears at excitation energy of 5 MeV.

7.6 Example 6:
Decay following thermal neutron capture on Mo with specified
resonance parameters

The second (and more precise) way to characterize the off-resonance s-wave neutron
(thermal) capturing state is via specification of parameters of individual contributing
resonances. Usually only a few neighbor resonances are important. The contribution of
different resonances might modify the expected Porter-Thomas distribution of primary
transition. In reality, such a modification is probably rather small in any actual nucleus.
Let us assume that intensities of primary transition to levels below FE,,i are known, i.e.

* Switches governing the run of the code (IVER, IPRIM)
2 1
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The parameters of individual resonances are specified in the file RES_PAR.DAT, see Sec.
and there must be at least two resonances for each contributing spin. In our case
this minimum value is reached for 2% resonances while four 3% resonances are specified.
“Bound resonance” (with negative neutron energy) contributes to the capture in the
case of J™ = 37.

Parameters describing the neutron capturing state read as:

# Neutron capturing states - Bn (MeV), J_T, Pi_T, En (eV)
9.1540 2.5 0 0.025

Here, the last value indicates that the contribution of each resonance to the neutron
capture is calculated at neutron energy F, = 0.025 eV. The fraction of captures via
different spins can be checked in the DICE.PRO file — as indicated there, only resonances
with J™ = 37 levels were simulated. In reality, the relative contribution of 2% resonances
to the capture cross section is about 3 x 10™* in this case. As indicated by the text in
Sec. such a small fraction (smaller than 1073) leads to use of all initial states with
JT =37,

The PSFs and NLD models are almost the same as in the Example The only
difference is in the £2 PSF, where the SP model (NOPTE2=0) is used instead of the Giant
quadrupole resonance model.

49



References

1]

2]

=

S.I. Al-Quraishi, S.M. Grimes, T.N. Massey, and D.A. Resler. Level densities for
20 <= A <=110. PHYSICAL REVIEW C, 67(1), JAN 2003.

Y. Alhassid, S. Liu, and H. Nakada. Spin projection in the shell model Monte Carlo
method and the spin distribution of nuclear level densities. PHYSICAL REVIEW
LETTERS, 99(16), OCT 19 2007.

F. Becar. Simulation of gamma cascades in complex nuclei with emphasis on assess-
ment of uncertainties of cascade-related quantities. NUCLEAR INSTRUMENTS
& METHODS IN PHYSICS RESEARCH SECTION A-ACCELERATORS SPEC-
TROMETERS DETECTORS AND ASSOCIATED EQUIPMENT, 417(2-3):434—
449, NOV 11 1998.

D. Bucurescu and T. von Egidy. Correlations between the nuclear level density
parameters. PHYSICAL REVIEW C, 72(6), DEC 2005.

R. Capote, M. Herman, P. Oblozinsky, P.C. Young, S. Goriely, T. Belgya, A.V. Ig-
natyuk, A.J. Koning, S. Hilaire, V.A. Plujko, M. Avrigeanu, O. Bersillon, M.B.
Chadwick, T. Fukahori, Zhigang Ge, Yinlu Han, S. Kailas, J. Kopecky, V.M.
Maslov, G. Reffo, M. Sin, E.Sh. Soukhovitskii, and P. Talou. RIPL - Reference
Input Parameter Library for Calculation of Nuclear Reactions and Nuclear Data
Evaluations. NUCLEAR DATA SHEETS, 110(12, SI):3107-3213, DEC 20009.

A. Chyzh, B. Baramsai, J.A. Becker, F. Becvar, T.A. Bredeweg, A. Couture,
D. Dashdorj, R.C. Haight, M. Jandel, J. Kroll, M. Krticka, G.E. Mitchell, J.M.
O’Donnell, W. Parker, R.S. Rundberg, J.L. Ullmann, D.J. Vieira, C.L. Walker, J.B.
Wilhelmy, J.M. Wouters, and C.Y. Wu. Measurement of the Gd-157(n,gamma) re-
action with the DANCE gamma calorimeter array. PHYSICAL REVIEW C, 84(1),
JUL 8 2011.

Brink D. PhD thesis, Oxford, 1955.

A. Gilbert and A.G.W. Cameron. A COMPOSITE NUCLEAR-LEVEL DEN-
SITY FORMULA WITH SHELL CORRECTIONS. CANADIAN JOURNAL OF
PHYSICS, 43(8):1446—&, 1965.

S. Goriely, S. Hilaire, and A.J. Koning. Improved microscopic nuclear level densi-
ties within the Hartree-Fock-Bogoliubov plus combinatorial method. PHYSICAL
REVIEW C, 78(6), DEC 2008.

S. Goriely, S. Hilaire, S. Peru, and K. Sieja. Gogny-HFB-QRPA dipole strength
function and its application to radiative nucleon capture cross section. PHYSICAL
REVIEW C, 98(1), JUL 30 2018.

S.G. Kadmenskii, V.P. Markushev, and V.I. Furman. RADIATIVE WIDTHS OF
NEUTRON RESONANCES - GTANT-DIPOLE RESONANCES. SOVIET JOUR-
NAL OF NUCLEAR PHYSICS-USSR, 37(2):165-168, 1983.

T. Kibedi, T.W. Burrows, M.B. Trzhaskovskaya, P.M. Davidson, and C.W.
Nestor, Jr. Evaluation of theoretical conversion coefficients using Brlcc. NU-
CLEAR INSTRUMENTS & METHODS IN PHYSICS RESEARCH SECTION

50



[13]

[14]

[15]

[22]

[23]

[24]

A-ACCELERATORS SPECTROMETERS DETECTORS AND ASSOCIATED
EQUIPMENT, 589(2):202-229, MAY 1 2008.

J. Kopecky and M. Uhl. TEST OF GAMMA-RAY STRENGTH FUNCTIONS
IN NUCLEAR-REACTION MODEL-CALCULATIONS. PHYSICAL REVIEW
C, 41(5):1941-1955, MAY 1990.

J. Kopecky, M. Uhl, and R.E. Chrien. RADIATIVE STRENGTH IN THE COM-
POUND NUCLEUS GD-157. PHYSICAL REVIEW C, 47(1):312-322, JAN 1993.

J. Kroll, B. Baramsai, G.E. Mitchell, U. Agvaanluvsan, F. Becvar, T.A. Bre-
deweg, A. Chyzh, A. Couture, D. Dashdorj, R.C. Haight, M. Jandel, A.L. Keksis,
M. Krticka, J.M. O’Donnell, W. Parker, R.S. Rundberg, J.L. Ullmann, S. Valenta,
D.J. Vieira, C. Walker, and C.Y. Wu. Strength of the scissors mode in odd-mass Gd
isotopes from the radiative capture of resonance neutrons. PHYSICAL REVIEW
C, 88(3), SEP 19 2013.

M. Krticka, F. Becvar, I. Tomandl, G. Rusev, U. Agvaanluvsan, and G.E. Mitchell.
Two-step gamma cascades following thermal neutron capture in (95)Mo. PHYSI-
CAL REVIEW C, 77(5), MAY 2008.

M. Krticka, F. Be¢var, and S. Valenta. in preparation, .

C.E. Porter and R.G. Thomas. FLUCTUATIONS OF NUCLEAR REACTION
WIDTHS. PHYSICAL REVIEW, 104(2):483-491, 1956.

S.A. Sheets, U. Agvaanluvsan, J.A. Becker, F. Becvar, T.A. Bredeweg, R.C. Haight,
M. Jandel, M. Krticka, G.E. Mitchell, J.M. O’Donnell, W. Parker, R. Reifarth,
R.S. Rundberg, E.I. Sharapov, J.L. Ullmann, D.J. Vieira, J.B. Wilhelmy, J.M.
Wouters, and C.Y. Wu. Test of the statistical model in Mo-96 with the BaF2
gamma calorimeter DANCE array. PHYSICAL REVIEW C, 79(2), FEB 20009.

Plujko V. . in preparation, ():, .

S. Valenta, B. Baramsai, T.A. Bredeweg, A. Couture, A. Chyzh, M. Jandel, J. Kroll,
M. Krticka, G.E. Mitchell, J.M. O’Donnell, G. Rusev, J.L. Ullmann, and C.L.
Walker. Examination of photon strength functions for Dy-162,Dy-164 from radiative
capture of resonance neutrons. PHYSICAL REVIEW C, 96(5), NOV 17 2017.

S. Valenta, F. Becvar, J. Kroll, M. Krticka, and I. Tomandl. Two-step gamma cas-
cades following thermal neutron capture in Gd-155,Gd-157. PHYSICAL REVIEW
C, 92(6), DEC 28 2015.

T. von Egidy and D. Bucurescu. Experimental energy-dependent nuclear spin dis-
tributions. PHYSICAL REVIEW C, 80(5), NOV 20009.

T. von Egidy, H.H. Schmidt, and A.N. Behkami. NUCLEAR-LEVEL DENSI-
TIES AND LEVEL SPACING DISTRIBUTIONS .2. NUCLEAR PHYSICS A,
481(2):189-206, MAY 2 1988.

51



Appendix A:
TERMS AND CONDITIONS FOR COPYING, DIS-
TRIBUTION AND MODIFICATION

. This License applies to any program or other work which contains a notice placed
by the copyright holder saying it may be distributed under the terms of this General
Public License. The Program, below, refers to any such program or work, and a
work based on the Program means either the Program or any derivative work
under copyright law: that is to say, a work containing the Program or a portion of
it, either verbatim or with modifications and/or translated into another language.
(Hereinafter, translation is included without limitation in the term modification.)
Each licensee is addressed as you.

Activities other than copying, distribution and modification are not covered by
this License; they are outside its scope. The act of running the Program is not
restricted, and the output from the Program is covered only if its contents consti-
tute a work based on the Program (independent of having been made by running
the Program). Whether that is true depends on what the Program does.

. You may copy and distribute verbatim copies of the Programs source code as
you receive it, in any medium, provided that you conspicuously and appropriately
publish on each copy an appropriate copyright notice and disclaimer of warranty;
keep intact all the notices that refer to this License and to the absence of any
warranty; and give any other recipients of the Program a copy of this License
along with the Program.

You may charge a fee for the physical act of transferring a copy, and you may at
your option offer warranty protection in exchange for a fee.

. You may modify your copy or copies of the Program or any portion of it, thus
forming a work based on the Program, and copy and distribute such modifications
or work under the terms of Section 1 above, provided that you also meet all of
these conditions:

(a) You must cause the modified files to carry prominent notices stating that you
changed the files and the date of any change.

(b) You must cause any work that you distribute or publish, that in whole or
in part contains or is derived from the Program or any part thereof, to be
licensed as a whole at no charge to all third parties under the terms of this
License.

(c¢) If the modified program normally reads commands interactively when run,
you must cause it, when started running for such interactive use in the most
ordinary way, to print or display an announcement including an appropriate
copyright notice and a notice that there is no warranty (or else, saying that
you provide a warranty) and that users may redistribute the program under
these conditions, and telling the user how to view a copy of this License.
(Exception: if the Program itself is interactive but does not normally print
such an announcement, your work based on the Program is not required to
print an announcement.)
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These requirements apply to the modified work as a whole. If identifiable sections
of that work are not derived from the Program, and can be reasonably considered
independent and separate works in themselves, then this License, and its terms,
do not apply to those sections when you distribute them as separate works. But
when you distribute the same sections as part of a whole which is a work based on
the Program, the distribution of the whole must be on the terms of this License,
whose permissions for other licensees extend to the entire whole, and thus to each
and every part regardless of who wrote it.

Thus, it is not the intent of this section to claim rights or contest your rights to
work written entirely by you; rather, the intent is to exercise the right to control
the distribution of derivative or collective works based on the Program.

In addition, mere aggregation of another work not based on the Program with
the Program (or with a work based on the Program) on a volume of a storage or
distribution medium does not bring the other work under the scope of this License.

. You may copy and distribute the Program (or a work based on it, under Section
2) in object code or executable form under the terms of Sections 1 and 2 above
provided that you also do one of the following:

(a) Accompany it with the complete corresponding machine-readable source code,
which must be distributed under the terms of Sections 1 and 2 above on a
medium customarily used for software interchange; or,

(b) Accompany it with a written offer, valid for at least three years, to give any
third party, for a charge no more than your cost of physically performing
source distribution, a complete machine-readable copy of the corresponding
source code, to be distributed under the terms of Sections 1 and 2 above on
a medium customarily used for software interchange; or,

(¢) Accompany it with the information you received as to the offer to distribute
corresponding source code. (This alternative is allowed only for noncom-
mercial distribution and only if you received the program in object code or
executable form with such an offer, in accord with Subsection b above.)

The source code for a work means the preferred form of the work for making
modifications to it. For an executable work, complete source code means all the
source code for all modules it contains, plus any associated interface definition files,
plus the scripts used to control compilation and installation of the executable.
However, as a special exception, the source code distributed need not include
anything that is normally distributed (in either source or binary form) with the
major components (compiler, kernel, and so on) of the operating system on which
the executable runs, unless that component itself accompanies the executable.

If distribution of executable or object code is made by offering access to copy from
a designated place, then offering equivalent access to copy the source code from
the same place counts as distribution of the source code, even though third parties
are not compelled to copy the source along with the object code.

. You may not copy, modify, sublicense, or distribute the Program except as ex-
pressly provided under this License. Any attempt otherwise to copy, modify, sub-
license or distribute the Program is void, and will automatically terminate your
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rights under this License. However, parties who have received copies, or rights,
from you under this License will not have their licenses terminated so long as such
parties remain in full compliance.

6. You are not required to accept this License, since you have not signed it. However,
nothing else grants you permission to modify or distribute the Program or its
derivative works. These actions are prohibited by law if you do not accept this
License. Therefore, by modifying or distributing the Program (or any work based
on the Program), you indicate your acceptance of this License to do so, and all its
terms and conditions for copying, distributing or modifying the Program or works
based on it.

7. Each time you redistribute the Program (or any work based on the Program),
the recipient automatically receives a license from the original licensor to copy,
distribute or modify the Program subject to these terms and conditions. You may
not impose any further restrictions on the recipients exercise of the rights granted
herein. You are not responsible for enforcing compliance by third parties to this
License.

8. If, as a consequence of a court judgment or allegation of patent infringement or
for any other reason (not limited to patent issues), conditions are imposed on you
(whether by court order, agreement or otherwise) that contradict the conditions
of this License, they do not excuse you from the conditions of this License. If
you cannot distribute so as to satisfy simultaneously your obligations under this
License and any other pertinent obligations, then as a consequence you may not
distribute the Program at all. For example, if a patent license would not permit
royalty-free redistribution of the Program by all those who receive copies directly
or indirectly through you, then the only way you could satisfy both it and this
License would be to refrain entirely from distribution of the Program.

If any portion of this section is held invalid or unenforceable under any particular
circumstance, the balance of the section is intended to apply and the section as a
whole is intended to apply in other circumstances.

It is not the purpose of this section to induce you to infringe any patents or other
property right claims or to contest validity of any such claims; this section has the
sole purpose of protecting the integrity of the free software distribution system,
which is implemented by public license practices. Many people have made generous
contributions to the wide range of software distributed through that system in
reliance on consistent application of that system; it is up to the author/donor to
decide if he or she is willing to distribute software through any other system and
a licensee cannot impose that choice.

This section is intended to make thoroughly clear what is believed to be a conse-
quence of the rest of this License.

9. If the distribution and/or use of the Program is restricted in certain countries either
by patents or by copyrighted interfaces, the original copyright holder who places
the Program under this License may add an explicit geographical distribution
limitation excluding those countries, so that distribution is permitted only in or
among countries not thus excluded. In such case, this License incorporates the
limitation as if written in the body of this License.
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10.

11.

12.

13.

The Free Software Foundation may publish revised and/or new versions of the
General Public License from time to time. Such new versions will be similar in
spirit to the present version, but may differ in detail to address new problems or
concerns.

Each version is given a distinguishing version number. If the Program specifies
a version number of this License which applies to it and any later version, you
have the option of following the terms and conditions either of that version or of
any later version published by the Free Software Foundation. If the Program does
not specify a version number of this License, you may choose any version ever
published by the Free Software Foundation.

If you wish to incorporate parts of the Program into other free programs whose
distribution conditions are different, write to the author to ask for permission. For
software which is copyrighted by the Free Software Foundation, write to the Free
Software Foundation; we sometimes make exceptions for this. Our decision will be
guided by the two goals of preserving the free status of all derivatives of our free
software and of promoting the sharing and reuse of software generally.

*NO WARRANTY*

BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NO
WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY AP-
PLICABLE LAW. EXCEPT WHEN OTHERWISE STATED INWRITING THE
COPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PRO-
GRAM AS IS WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WAR-
RANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE
OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAMPROVE DE-
FECTIVE,YOU ASSUME THECOST OF ALL NECESSARY SERVICING, RE-
PAIR OR CORRECTION.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO
IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY
WHO MAY MODIFY AND/OR REDISTRIBUTE THE PROGRAM AS PER-
MITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDINGANY-
GENERAL, SPECIAL, INCIDENTALORCONSEQUENTIAL DAMAGES ARIS-
ING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUD-
ING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERE-
DINACCURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR
A FAILURE OF THE PROGRAM TO OPERATEWITH ANY OTHER PRO-
GRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN AD-
VISED OF THE POSSIBILITY OF SUCH DAMAGES.
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