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Abstract. The 58Ni(n, p) and 58Ni(n, 2n) reaction cross-sections were measured from threshold to 18MeV
neutron energies using the activation and off-line γ-ray spectroscopic technique. The quasi-monoenergetic
neutron beam was generated using the 7Li(p, n) reaction. The results from the present work were compared
with those of the literature and with the evaluated data from different libraries, like ENDF-B/VII.1,
JENDL-4.0, CENDL-3.1, and JEFF-3.3. Nuclear model codes, like TALYS-1.9 and EMPIRE-3.2.3-Malta,
were also used for a better description of the present work and literature data. The uncertainties in the
measured cross-section were evaluated using the covariance analysis. The present experimental results were
found to be in good agreement with those of the literature and with the evaluated data. The nuclear model
code TALYS-1.9 was found successful in reproducing the experimental data for both reactions. However,
the EMPIRE-3.2.3-Malta model code was found to be able to reproduce only the trend of the 58Ni(n, p)
reaction excitation function. The present work provides a better insight on the comparison of both nuclear
model codes. The present work is also essential for the production cross-section and the dose rate estimation
of the medical isotope 58Co.

1 Introduction

Neutron-induced reaction cross-section data are of prime
interest for the advancement of the reactor technologies
like Accelerated Driven Sub-critical systems (ADSs) [1,2]
and International Thermonuclear Experimental Reactor
(ITER) [3]. The reaction cross-section data are also vital
for the dose estimation and to develop new economical
routes for the production of rare medical isotopes. The
isotopes of Nickel (Ni) have been extensively used over
the years in different reactor grade steel alloys [4]. Ni is
also used in the reactor cladding alloys like Zircaloy-2 [5].
Later, for the development of a less hydrogen producing
cladding material, the composition of Ni and Fe has been
limited in the Zircaloy-4 [5]. However, the physical and
chemical properties of Ni make it a suitable candidate to
be used in the ADSs and ITER. The operational ener-
gies for the ADSs and ITER are much higher than the
present generation reactors. The interaction of high en-
ergy neutrons results in different (n, γ), (n, p), (n, 2n),
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(n, α), (n, np), (n, αn), (n, 3n) reactions, etc. The cross-
section data for some of these reactions are important for
the assessment of hydrogen production and for the esti-
mation of the radiation damage to the reactor cladding
and surrounding structural materials. Another aspect of
the neutron-induced cross-section data with the struc-
tural materials is to estimate the production of medium
and long lived isotopes. The (n, p) reaction with differ-
ent Ni isotopes leads to the population of the four im-
portant medium-lived radio-isotopes 56,57,58,60Co. There-
fore, the study of the neutron-induced reaction cross-
sections becomes essential for the fast neutron energies
up to 20MeV [4]. The (n, p) reaction channel of the 58Ni
produces the 58Co isotope, which has several medical ap-
plications. The most important is its use as a trace element
for the absorption of vitamin B12 in the human body [6].

There are different nuclear model codes available for
the reproduction of the neutron reaction cross-sections
data. Among those, we have found the TALYS-1.9 [7] and
the EMPIRE-3.2.3 [8] successful for the comparison of the
nuclear data from medium to fast neutron energies. In the
present work, both codes were compared and tested for
the present and literature data. The different level density
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Fig. 1. (Color online) Schematic diagram of the experimental
setup used for irradiations at FOTIA.

models present in the codes were also tested in order to
find a better description of the reaction cross-section data.

The compilation of the EXchange FORmat (EX-
FOR) [9] data library suggests that a sufficient amount of
nuclear cross-section data are present for both 58Ni(n, p)
and 58Ni(n, 2n) reactions in the literature [4, 10–46]. It
can also be seen that the cross-section data from different
authors are in good agreement around the 14MeV neu-
tron energies. However, data contain minor discrepancies
around the 8MeV for (n, p) reaction and above 16MeV for
both (n, p) and (n, 2n) reactions. The disagreement among
the literature data may be attributed to the use of different
monitor reactions. Since measurements are relative to the
monitor cross-sections and detector efficiencies, the mon-
itor cross-sections also contribute to the uncertainty in
the measured data. The error propagation method is very
useful to calculate the uncertainties as well as the correla-
tions among the measured data. In the present work, a de-
tailed covariance analysis was performed to calculate the
uncertainties in the measured data as a composition of the
errors from each quantity taken into account for the cal-
culations. The present work provides a clear insight into
the TALYS-1.9 [7] and EMPIRE-3.2.3-Malta [8] nuclear
model codes and the importance of error propagation in
the neutron-induced nuclear reaction cross-section data.
Also the measured data are of particular interest in med-
ical applications of the 58Co isotope.

2 Experimental details

The present experimental work was performed in two
sets using different accelerators. The first set of experi-
ments was performed at the Folded Tandem Ion Accel-
erator (FOTIA) at the Bhabha Atomic Research Center,
Mumbai, India, using the activation technique followed
by off-line γ-ray spectroscopy. The optimum proton en-

ergy at FOTIA is 6MeV. We have irradiated two samples
of 0.025mm thick nickel (Ni) metal foil with the neutrons
generated using the 5.4 and 5MeV proton energies. The
neutrons were generated using the 7Li(p, n) reaction with
the proton energies of 5.4 and 5MeV. A tablet of natu-
ral lithium fluoride (natLiF) with a diameter of ≈ 1 cm
and a thickness of 2mm was used in both irradiations.
It was placed on the front side of the target ladder. The
Ni and Au targets were separately wrapped in a thin Al
foil (≈ 0.015mm) and placed together at the back of the
target ladder. The target ladder was mounted inside the
general purpose scattering chamber (GPSC) for both ir-
radiations. A schematic diagram of the irradiation setup
is shown in fig. 1. Separate foils of Gold (Au) of thickness
0.025mm were used together with the Ni foils to mea-
sure the incoming neutron flux. Irradiations were carried
out for about 5–6 hours to accumulate sufficient radioac-
tivity in the samples. After each irradiation the samples
were allowed to cool for about 20 minutes to reduce the
radioactive dose to a safe and permissible limit. The sam-
ples were then mounted on separate perspex plates and
taken for γ-ray counting. An HPGe detector (detector 1)
together with the PC based 4K multichannel analyzer was
used for the γ-ray counting of the samples. The mounted
samples were placed one at a time at 1 cm distance from
the end cap of the HPGe detector and were counted for
an appropriate time to reduce statistical uncertainty. The
dead time of the detector system during the counting was
< 2%. The HPGe detector was pre-calibrated with a stan-
dard 152Eu source. The resolution of the detector dur-
ing the counting was measured as 2.0 keV for 1332 keV of
60Co.

The second set of the experiment was carried out by
using the 14UD Bhabha Atomic Research Center-Tata In-
stitute of Fundamental Research (BARC-TIFR) Pelletron
facility in Mumbai, India. The neutrons were generated
by using the 7Li(p, n) reaction with the proton beam of 8,
16, and 19MeV energies. A (natLi) metal target of thick-
ness 6.8mg/cm2 was used in between the two tantalum
(Ta) foils of different thicknesses. A Ta foil of thickness
4mg/cm2 was used at the front of the Li foil and another
0.1mm thick Ta foil was used at the back of Li to prevent
the protons from hitting the samples. Behind Ta-Li-Ta
stack, a Ni metal foil (0.1mm) was placed at a distance of
2.1 cm, aligned at zero degrees with respect to the proton
beam for each irradiation. Aluminum and indium metal
(monitor) foils of thickness 0.1mm each were placed to-
gether with each Ni (sample) to evaluate the neutron flux.
The area of both the monitor and the sample foils was
taken as 1×1 cm2 in order to avoid the area corrections in
the flux. All the sample and monitor foils were separately
wrapped in a thin Al foil (≈ 0.015mm) to avoid the cross
contamination among the irradiated samples. The irradi-
ations were carried out at the 6-meter irradiation port of
the main beam line at the Pelletron. This port is suitable
for irradiations, which require high proton flux. A colli-
mator of 6mm diameter was used to get a circular shaped
proton beam. A schematic diagram of the experimental
arrangement of the stack used for irradiation is shown in
fig. 2. The irradiation for each sample was carried out for



Eur. Phys. J. A (2019) 55: 51 Page 3 of 16

Neutrons

Proton beam

Main beam line of pelletron

6 mm 
collimator

Front Ta (4 mg/cm2)

Back Ta mount
(0.1 mm)

Li foil (6.8 mg/cm2)

Ni (0.025 mm), Al & In foils (0.1 mm)

Towards beam hall

Target holder

Screw arrangement 
to place the targets

Towards vacuum pump assembly

Li foil to target distance
21 mm 

Fig. 2. (Color online) A typical arrangement of the experimental setup used for the irradiations at 14UD Pelletron.

Table 1. The summary of the present experimental work.

Experimental details Set 1 Set 2

Accelerator used FOTIA (BARC, Mumbai) 14UD Pelletron (BARC-TIFR, Mumbai)

Proton energies 5.4 and 5 8, 16, and 19

neutron energies 2.97 and 3.37 5.99, 13.97 and 16.99

Sample reactions 58Ni(n, p)58Co 58Ni(n, p)58Co and 58Ni(n, 2n)57Ni

Monitor reactions 197Au(n, γ)198Au 115In(n, n′)115m In and the 27Al(n, α)24Na

Sample thickness 0.025 mm 0.025 mm

Monitor thickness 0.025 mm 0.1 mm for both In and Al

Sample weight 127.4 and 113.1 mg ≈ 22mg

Monitor weight 107 and 138.7 mg ≈ 140 mg (In) and ≈ 30 mg (Al)

Sample dimensions 1.1 × 1.2, 1.25 × 0.75 cm2 1 × 1 cm2

Monitor dimensions 1.0 × 0.4, 1.1 × 0.7 cm2 1 × 1 cm2

about 7–8 hours to build up sufficient activity which was
subsequently counted for an appropriate time by using a
pre-calibrated 80 cm3 single crystal HPGe detector (de-
tector 2) coupled to a PC based multi-channel analyzer.
The HPGe detector was calibrated with a standard 152Eu
source and the resolution of the detector during count-
ing was measured as 1.82 keV for 1332 keV γ-ray of 60Co.
The proton current was kept constant during irradiations
to avoid large uncertainties in the proton flux. The dead
time of the detector system was kept as < 2% for each
counting. For the sake of clarity, a brief summary of the
experiments is provided in table 1.

3 Data analysis

3.1 Calculations for neutron spectra

The proton energies of 5, 5.4, 8, 16, and 19MeV were
used in the present work for irradiation. A natLiF tablet

wrapped in a thin Al foil was used for the 5 and 5.4MeV
proton energies and a Li metal foil was used for 8, 16,
and 19MeV protons. The degradation of the proton en-
ergy in the LiF tablet and the Ta-Li-Ta stack was cal-
culated using SRIM [47]. As for the representation, the
neutron spectra generated from 5.4 and 19MeV protons
are shown in fig. 3. The natural lithium consists of 6Li
and 7Li isotopes with abundances of 7.42% and 92.58%,
respectively [48]. A number of reactions take place when
the protons interact with the natural lithium target. The
most prominent is the production of ground state of 7Be
from the 7Li(p, n) reaction, which has a threshold energy
of 1.88MeV, whereas the threshold energy for its first ex-
cited state is 2.38MeV. The ground and the first excited
states of 7Be contribute to the n0 and the n1 group of neu-
trons. Above the proton energy of 4.5MeV, the fragmen-
tation of 8Be leads to a continuous distribution of neu-
trons besides n0 and n1 groups. Liskien et al. [49] and
Meadows et al. [50] have calculated the branching ratios
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Fig. 3. (Color online) The 7Li(p, n) reaction generated neutron spectra at 5.4 [52] and 19 [53] MeV proton energies.

of n0 and n1 group on neutrons originating from 7Be up
to 7MeV proton energies. In addition to this, Poppe et
al. [51] have given the branching ratio to the ground and
first excited state of 7Be for 4.2–26MeV proton energies.
Meadows and Smith [50] have also provided parameter-
ized experimental neutron distribution from the break-up
channels. Based on the description provided in the litera-
ture [49–51], the neutron spectra were calculated for the
proton energies of 5, 5.4, 8, 16, and 19MeV. The n0 and
n1 group contributes to the main peak of the neutron dis-
tribution, however, the break-up channels contribute to
the tail part as can be seen from fig. 3. A detailed discus-
sion on the generation of neutron spectra is also provided
in our earlier publications [52–54]. Similar neutron spec-
tra were also used by other groups [10, 11, 13] and the
reported cross-sections were found in agreement with the
literature and theoretical data for the respective case of
study. For the sake of the comparison, MCNP6.1 calcula-
tions were preformed by Katovsky (Department of Elec-
trical Power Engineering, Brno University of Technology,
Brno, Czech Republic) for the neutron spectrum gener-
ation using the defined geometry of the target assembly
for the given neutron energies of 5.4 and 19MeV protons.
The simulated spectra were found in agreement with the
theoretical reproductions from the previous works [49–51].
Minor discrepancies, however, were found among the re-
sults. A rough estimation of the neutron flux using the
simulated spectra was found in agreement with the flux
used in the present workwithin the uncertainty of ≈ 3%.
As the proton energy increases, more channels open up
and contribute to the neutron spectra and hence result
in a broad quasi-monoenergetic peak along with the long
continuum towards the low energy neutrons. This lower
energy continuum is referred to as the tail region, consist-
ing of lower neutron energies, which also contribute in the
reaction cross-section. Therefore, it is necessary to remove
the contribution of reaction cross-section arising from the
tail part of the neutron spectrum. This correction can be
done by considering spectral average cross-sections [53,54]
as described in the next section. The uncertainty due to
the total neutron flux were incorporated in the covariance

analysis as the uncertainty in the weighted cross-sections
of monitor reaction from the ENDF-B/VII.1 and EXFOR
library. The errors in the neutron energies for the no and
n1 group of neutrons (main peak of the distributions) were
calculated by using the SRIM [47] code and represented
as the error on the energy axis.

3.2 Measurement of the 58Ni(n, p) and 58Ni(n, 2n)
reaction cross-sections

The neutron spectra generated using the methodology de-
scribed above as well as in ref. [54] were used for the cal-
culation of the neutron flux. In the present measurement,
we have used the 197Au(n, γ)198Au, 115In(n, n′)115m In and
the 27Al(n, α)24Na reactions as the flux monitor. The γ-
lines of energies, 411.8 (95.62%), 336.2 (45.0 ± 0.1%),
and 1368.7 (89.43 ± 0.23%) keV [55], respectively, were
used for the flux calculations. The 197Au(n, γ)198Au and
115In(n, n′)115m In reactions were used for the 58Ni(n, p)
reaction, while the 27Al(n, α)24Na reaction was used for
the 58Ni(n, 2n) reaction as it has a threshold of 3.249MeV.
The typical γ-spectra recorded using the HPGe detec-
tor for monitor reactions are shown in figs. 4(a)–(c). The
monitor reactions were chosen according to the (n, p) and
(n, 2n) reaction thresholds. To obtain the flux value in
each case, a spectral weighted cross-section (〈σW 〉) was
first calculated for the monitor reaction using the eval-
uated and experimental cross-sections taken from the
ENDF-B/VII.1 [56] and EXFOR [57] data library. The
evaluated cross-sections from the ENDF-B/VII.1 [56] li-
brary were taken for 197Au(n, γ)198Au and 27Al(n, α)24Na
reactions. However, We have used the EXFOR (exper-
imental results) data for the 115In(n, n′)115m In monitor
reaction. The ENDF library data are around 10% larger
than the experimentally observed values by a large num-
ber of groups. Since we have used Al as well as In during
the same irradiation, the flux should come out to be in
agreement by using both reactions. The neutron fluxes
using both monitor reactions agree when we use the EX-
FOR data but the neutron flux by In changes by the or-
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Fig. 4. (Color online) The typical recorded spectra for (a) 197Au(n, γ)198Au, (b) 115In(n, n′)115m In, (c) 27Al(n, α)24Na, and (d)
58Ni(n, p), (n, 2n) reactions.

der of 10 with respect to the flux calculated using the Al
monitor reaction. The ENDF and the EXFOR data for Al
reaction agree throughout the energy range. Therefore, we
have used the EXFOR data for In to match the flux from
both monitor reactions. The following relation was used
to calculate the weighted monitor cross-sections:

〈σW 〉 =

∑
Ei

φiσi
∑

Ei
φi

, (1)

where φi and σi are the neutron flux and correspond-
ing monitor reaction cross-section respectively, taken from
ENDF/B-VII.1 [9]. The total neutron flux has been cal-
culated by using the following expression:

〈Φ〉 =
Cobsλ(CL

LT )
N0〈σW 〉Iγε(1 − e−λti)(e−λtc)(1 − e−λLT )

, (2)

where Cobs is the observed counts for respective γ-ray
of products from monitor reaction, CL and LT are the
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Table 2. Nuclear spectroscopic properties of products from monitor and sample reactions taken from ref. [55].

Reaction Threshold (Q-value) T1/2 Decay mode Eγ Iγ

(MeV) (keV) (%)
197Au(n, γ)198Au – (0.65) 2.6941 ± 0.0002 d(a) β−(100%) 411.8 95.62
27Al(n, α)24Na 3.249 14.997 ± 0.012 h(a) β−(100%) 1368.7 89.43 ± 0.23

115In(n, n′)115m In – 4.486 ± 0.004 h(a) IT (95.00%) 336.2 45.9 ± 0.1

β−(5.00%)
58Ni(n, p)58Co – (0.4) 70.86 ± 0.06 d(a) ε(100%) 810.7 99.45
58Ni(n, 2n)57Ni 12.428 35.60 ± 0.06 h(a) ε(100%) 1377.6 81.70 ± 0.24

(a)
d −→ days, h −→ hours.

clock time and the live time for the counting of the spec-
trum, ti, tc are the irradiation and the cooling time of
the samples, λ is the decay constant (λ = 0.693/t1/2),
Iγ is the branching ratio for the respective γ-ray taken
from ref. [55], N0 is the total number of target nuclei
in the sample and ε is the detector efficiency. All the
spectroscopic data used in the calculation of flux is given
in table 2. The 27Al(n, α)24Na monitor reaction and the
sample (n, 2n) reaction has different threshold energies;
3.249 and 8.37MeV, respectively. The sample (n, 2n) re-
action cross-sections are not sensitive to neutrons below
8.37MeV. However, the monitor reaction is sensitive to
neutrons from 3.249MeV to the maximum available en-
ergy. Therefore, the absolute neutron flux contribution to
the 58Ni(n, 2n) reaction was calculated by taking the area
under the neutron distributions from threshold to max-
imum neutron energy for sample reaction. The detailed
method for the flux correction has also been described
earlier [54].

A typical recorded spectrum for the sample reactions
with the γ-lines used in the cross-section measurement
is shown in fig. 4(d). The 58Ni(n, p) reaction channel re-
sults in 58Co, which has a half-life of 70.86 ± 0.06 days.
The (n, p) reaction cross-sections were measured using the
counting statistics of γ-line of 810.76 (99.45%) keV. Sim-
ilarly, the 58Ni(n, 2n)57Ni reaction channel was measured
using the 1377.63 (81.70±0.24%) keV γ-line following the
half-life of 35.60 ± 0.06 hours. Equation (2) now can be
rewritten for the calculation of both (n, p) and (n, 2n) re-
action cross-sections 〈σR〉 as

〈σR〉 =
Cobsλ(CL

LT )
N0〈Φ〉Iγε(1 − e−λti)(e−λtc)(1 − e−λLT )

, (3)

where σR is the reaction cross-section, Cobs are the delin-
eated counts from the (n, 2n) reaction channel only and
the other symbols have the same meanings as in eq. (2).
Neutron flux (Φ) calculated from eq. (2) is used in (3).
All the spectroscopic data for the calculations were taken
from NuDat [10] and are given in table 2.

4 Covariance analysis

The covariance (correlation) analysis is a mathematical
tool which can help in the best estimation of uncertainty

along with the cross-correlations among different mea-
sured quantities. In the present work, the reaction cross-
sections for a particular experimental set were measured
at different neutron energies using the common detector
setup. Therefore, the reaction cross-sections are correlated
with the detector efficiencies. Besides the counts from the
recorded γ-ray spectra, various parameters with definite
uncertainties were also taken into consideration for the
calculations of the reaction cross-sections. The errors from
all these quantities must be propagated into the final re-
sults. Therefore, by using this technique, we were able
to transfer the uncertainties from all the different sources
into the results. In this method we have first calculated the
uncertainties in the detector efficiencies then using those
values we have obtained the correlations among the cross-
sections. The details of the technique used are given in the
following subsections.

4.1 Uncertainty in the detector efficiencies

The efficiency of the HPGe detector was determined by
using the standard 152Eu γ-ray source. The absolute value
of efficiencies of the detector for different γ-ray energies
are geometry-dependent and can be given by the relation,

ε = Kc
C

N0Iγe−λT � t
, (4)

where ε is the geometry dependent efficiency, C is the ob-
served count rate for a particular γ-line of interest with
absolute intensity Iγ . T is the time interval between the
date of preparing the 152Eu γ-ray source, �t is the count-
ing time, and observation, N0 is the absolute disintegra-
tion rate at the date of preparing the 152Eu γ-ray source
and Kc is the summing correction factor calculated using
the EFFTRAN code [58].

The detector efficiency can be written as a function
of the four attributes, ε = f(C,N0, Iγ , T1/2), and can be
expanded as
(
�εi

εi

)2

=
(
�Ci

Ci

)2

+
(
�No

N0

)2

+
(
�Iγi

Iγi

)2

+ (t� λ)2,

(5)
where �Ci, �No, �Iγi

are the uncertainties in Ci, No,
Iγi

, respectively, and �λ is the uncertainty in the decay
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Table 3. Partial uncertainties in the efficiency of detector 1 (sert 1) used at the BARC FOTIA facility.

Energy Partial uncertainty (×104) due to attributes Total uncertainty (×104)

(KeV) r = 1(C) r = 2(Iγ) r = 3(N0) r = 4(T1/2) (σεii)

121.8 0.19244 0.844 0.42829 0.00399 0.96582

244 0.29325 0.521 0.26438 0.00246 0.65371

344 0.14519 0.449 0.22785 0.00212 0.52402

778.9 0.16161 0.27039 0.13721 0.00128 0.34359

1112 0.12753 0.19908 0.10102 0.00094 0.25711

1408 0.10186 0.174 0.08829 0.00082 0.22011

Table 4. Partial uncertainties in the efficiency of detector 2 (set 2) used at the BARC-TIFR Pelletron facility.

Energy Partial uncertainty (×103) due to attributes Total uncertainty (×103)

(KeV) r = 1(C) r = 2(Iγ) r = 3(N0) r = 4(T1/2) (σεii)

121.8 0.81566 1.01983 1.15536 0.00483 1.74363

244 0.78326 0.62054 0.70301 0.00294 1.22180

443.9 0.68761 0.43059 0.48782 0.00204 0.94668

964 0.26486 0.22077 0.25011 0.00104 0.42597

1112 0.25839 0.19907 0.22552 0.00094 0.39656

1408 0.18161 0.16532 0.18729 0.00078 0.30886

constant λ which can be defined as, �λ = ln 2�T1/2/T 2
1/2.

The covariance matrix for detector efficiencies can now be
generated as

(Vε)ij =
∑

r

eirSijrejr, (6)

where eir, ejr are the diagonal matrices and Sijr are the
micro correlation matrices, which may be given as the
(n × n) unity matrix for the uncorrelated elements and
a (n×n) square matrix with each element as “1” for com-
pletely correlated cases. Sijr can also be a (n× n) matrix
with elements 0 < Sijr < 1 for partially correlated cases.
The partial uncertainties for experiment set 1 and 2 re-
lated to the four attributes are given in tables 3 and 4,
respectively. The covariance matrices for both sets of ex-
periments, generated by using eqs. (5) and (6) are given
in tables 5 and 6, respectively. The efficiencies and the rel-
ative correlations for the γ lines used for the cross-section
calculations were generated using the model equation

ln εi =
∑

m

pm(ln Ei)m−1, (7)

where εi are the efficiencies considered in the cross-section
calculations, pm are the fitting parameters of order m and
Ei are the corresponding γ-ray energies. Equation (7) can
be written as Z = AP , with fitting parameters P̂ given as

P̂ = VP̂ (A′V −1
z Z), (8)

where matrix Vz can be obtained using, (Vz)ij = (Vε)ij

〈εi〉〈εj〉 ,
VP̂ is the covariance matrix and the goodness of the

Table 5. Covariance matrix (Vε × 106) for the detector 1 effi-
ciencies.

0.009328

0.001132 0.004273

0.000976 0.000602 0.002746

0.000588 0.000363 0.000313 0.001181

0.000433 0.000267 0.000023 0.000139 0.000661

0.000378 0.000233 0.000201 0.000121 0.000089 0.000485

fit can be calculated by, χ2
m = (Z − AP )′V −1

z (Z −
AP ). Using eq. (8) we obtain the fitting parameters
as P̂ = (−6.1254,−0.79281, 0.17388, 0.40937, 0.13875)
with a value of χ2

m = 2.35, for set 1 and P̂ =
(−0.38370,−0.8694, 0.1693, 0.3208,−0.1) with a value of
χ2

m = 0.72, for set 2. The calculated efficiencies and the
corresponding correlation matrix for the characteristic γ-
lines used for the calculation of the reaction cross-sections
are given in tables 7 and 8 for set 1 and 2, respectively.

4.2 Uncertainty in the measured reaction
cross-sections

Since the sample reaction cross-sections 〈σs〉 were normal-
ized with respect to the monitor reaction cross-sections
〈σm〉, the ratio measurement technique [59] was used in
the covariance analysis. The sample reaction parameters
are denoted with suffix “s” and the monitor reaction pa-
rameters with suffix “m”. Using eqs. (2) and (3), we can
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Table 6. Covariance matrix (Vε × 100) for the detector 2 efficiencies.

0.0030938

0.0008305 0.0015126

0.0005763 0.0003507 0.0009057

0.0002955 0.0001798 0.0001248 0.0001840

0.0002664 0.0001621 0.0001125 0.0000577 0.0001593

0.0001346 0.0001346 0.000934 0.0000479 0.0000432 0.0000968

write
〈σs〉 = 〈σm〉CsN0m

εmIγm
fλm

CmN0s
εsIγs

fλs

, (9)

with the time factor f defined as

f =
(
1 − e−λti

) (
e−λtc

) (
1 − e−λLT

)
/λ. (10)

Using the number of target nuclei N0 (given by N0 =
(MNAa)/A, where M is the sample weight, NA is the
Avogadro number, a is the isotopic abundance and A is
the atomic mass) we can write eq. (9) as

〈σs〉 = 〈σm〉 CsMmamAsεmIγm
fλm

CmCsMsasAmεsIγs
fλs

. (11)

The partial uncertainties due to each attribute in the
above equation can be propagated directly to the sample
cross-section 〈σs〉 using the quadratic sum formula. The
partial uncertainty in the decay constant is related to 〈σs〉
by an exponential function, therefore, the uncertainty in
the time factor “f” must be propagated as

(
�f

f

)2

=
(

λtie
−λti

1 − e−λti
− λtc

+
λ(LT )e−λ(LT )

1 − e−λ(LT )
− 1

)2 (
�λ

λ

)2

, (12)

with the relative sensitivity given by

sfλ =
(

λtie
−λti

1 − e−λti
− λtc +

λ(LT )e−λ(LT )

1 − e−λ(LT )
− 1

)

. (13)

The uncertainty in the detector 2 efficiencies (which
were found to be around 2 %) can be reduced further for
both the sample and the monitor by introducing ηm,s =
εm/εs [59] with the partial uncertainty given as �ηm,s

ηm,s
=

var(εm) + var(εs) − 2 cov(εm, εs).
The partial uncertainties and the corresponding cor-

relation factors for each parameter used for the cross-
section calculations for set 1 are given in table 9 and
the covariance and corresponding correlation matrices
for the 58Ni(n, p)58Co reaction cross-sections relative to
197Au(n, γ)198Au monitor reaction are given in table 10.
A separate analysis was performed for each sample to
monitor the combination for set 2, assuming that they
are independent of each other. The partial uncertain-
ties and the covariance (correction) matrices thus calcu-
lated for the 58Ni(n, p)58Co reaction cross-sections rela-
tive to the 115In(n, n′)115m In monitor reaction at 5.99,

13.97 and 16.99MeV neutron energies are given in ta-
bles 11 and 12, respectively. The partial uncertainties and
the covariance (correction) matrices thus calculated for
the 58Ni(n, 2n)57Ni reaction cross-sections relative to the
27Al(n, α)24Na monitor reaction at 13.97 and 16.99MeV
neutron energies are given in tables 13 and 14.

5 Theoretical framework

5.1 Calculations using the TALYS-1.9 code

The TALYS-1.9 [7] is a nuclear model code, which is
used to reproduce different nuclear reaction cross-sections.
The code incorporates photon, neutron, proton, deuteron,
triton, 3He and α-particles as the projectile on the tar-
get nuclei for incident energies up to 200MeV. The code
accounts for the effect of level density parameters, the
compound and the non-compound reactions, like the pre-
equilibrium and the direct reaction mechanism as a func-
tion of the incident particle energy. The code uses the
Hauser-Feshbach model [60] to incorporate the effects
of the compound nucleus reaction mechanism. The pre-
equilibrium contribution has been included by an exciton
model, which was developed by Kalbach [61]. The optical
model parameters were obtained by using a global poten-
tial, which is proposed by Koning and Delaroche [62]. The
TALYS-1.9 code uses the reaction parameters from the
Reference Input Parameter Library (RIPL) database [63].
The TALYS-1.9 code includes all the possible outgoing re-
action channels for a chosen projectile + target system. In
the present analysis, six level density models (ldmodels)
are incorporated in the model code for the reproduction
of the nuclear reaction cross-sections. The different level
densities in the TALYS code (ldmodel 1-6) account for 1)
the constant temperature Fermi gas model (CTFGM) [64];
2) back-shifted Fermi gas model (BSFGM) [65]; 3) gen-
eralised super-fluid model (GSFM) [66, 67]; 4)-5) micro-
scopic level densities from Goriely’s and Hilaire’s ta-
bles [68]; and 6) microscopic level densities (temperature-
dependent HFB, Gogny force) [69], respectively. Each ld-
model was used and tested for the better description of the
measured results. A comparison of the TALYS-1.9 code
predictions with the present and the literature data are
provided in figs. 5 and 7 for the 58Ni(n, p)58Co and the
58Ni(n, 2n)57Ni reactions.



Eur. Phys. J. A (2019) 55: 51 Page 9 of 16

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
0

100

200

300

400

500

600

700

800
Ref. [18]
Ref. [17
Ref. [16]
Ref. [15]
Ref. [14]
Ref. [4]
Ref. [30]
Ref. [13]
Ref. [29]
Ref. [12]
Ref. [10,11]
Ref. [28]

 ldmodel1
 ldmodel2
 ldmodel3
 ldmodel4
 ldmodel5
 ldmodel6
 Present Data 

Ref. [26]
Ref. [36]
Ref. [23]
Ref. [37]
Ref. [27]
Ref. [24]
Ref. [34]
Ref. [35]
Ref. [25]
Ref. [20]
Ref. [22]
Ref. [21]
Ref. [33]
Ref. [32]
Ref. [19]
Ref. [38]
Ref. [31]

C
ro

ss
-s

ec
tio

n 
(m

b)

Neutron Energy (MeV)

58Ni(n, p)58Co

Fig. 5. (Color online) The comparison of the present data with the literature data [4, 10–38] and the theoretical reaction
cross-section calculations using the TALYS-1.9 [7] code.
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Page 10 of 16 Eur. Phys. J. A (2019) 55: 51

Table 7. Measured efficiencies with correlation matrix for the
sample and the monitor reaction measured for set 1.

Eγ (keV) Efficiency Correlation matrix

411.80 0.004148 ± 0.000055 1

810.77 0.002592 ± 0.000028 0.441 1

Table 8. Measured efficiencies with correlation matrix for the
sample and the monitor reaction measured for set 2.

Eγ (keV) Efficiency Correlation matrix

336.241 0.051708 ± 0.000963 1

810.77 0.025991 ± 0.000457 0.551 1

1368.68 0.016869 ± 0.000287 0.413 0.343 1

1377.63 0.016797 ± 0.000290 0.416 0.323 0.99 1

5.2 Calculations using the EMPIRE-3.2.3-Malta code

The EMPIRE-3.2.3-Malta [8] is another code that was
used to perform the calculations within the theoretical
framework of some reaction model developed for the bet-
ter understanding of the nuclear reaction mechanism. The
EMPIRE-3.2 code works for the light particle as well as
heavy-ion induced reactions for a wide range of energies.
The compound nucleus reaction mechanism has been in-
cluded in EMPIRE-3.2.3 by using the Hauser-Feshbach
model with the width fluctuation correction [61, 70, 71].
The pre-equilibrium emission calculations can be per-
formed by means of an exciton model or the hybrid Monte
Carlo simulation approach using different optical model
parameters. The code retrieves the parameters automati-
cally from RIPL-3 data base [63]. The different level densi-
ties (LEVDEN), which can be used in the EMPIRE-3.2.3
code are: 1) the Generalised Superfluid Model [66, 67];
2) Gilbert Cameron level densities [72]; and 3) RIPL-3
microscopic HFB level densities. EMPIRE-3.2.3 uses the
Fermi Gas Model [64], which is adjusted to the RIPL-3
database for the discrete levels as the default level den-
sity (LEVDEN0) parameter. In the present work, all the
level density models were tested in order to reproduce
the 58Ni(n, p)58Co and the 58Ni(n, 2n)57Ni reaction cross-
sections for the desired energy range. The comparison of
the EMPIRE-3.2.3 code predictions with the measured re-
sults and the literature data is plotted in figs. 6 and 8.

6 Results and discussions

The 58Ni(n, p)58Co and the 58Ni(n, 2n)57Ni reaction cross-
sections were measured using the quasi-monoenergetic
neutrons based on the 7Li(p, n) reaction from thresh-
old to 18MeV. The off-line γ-ray spectroscopic technique
was used for the present measurements. Different mon-
itor reactions, 197Au(n, γ)198Au, 115In(n, n′)115m In and
27Al(n, α)24Na, were used to calculate the neutron flux.
The uncertainties from different quantities were propa-
gated in the measured data using the covariance analysis

utilizing the ratio method [53, 59]. The uncertainty due
to counting statistics was found to be � 10%. Other un-
certainties are coming from the half-life � 1%, detector
dead time � 2%, gamma branching ratio � 0.01%, detec-
tor efficiency � 1%, sample weights � 2%, isotopic abun-
dances � 0.01%, monitor cross-sections � 5% and due
to the self gamma absorptions � 1%. The overall uncer-
tainty in the measured cross-sections by using the covari-
ance analysis was found within the range of 11–16%. The
measured reaction cross-sections in the present work with
the uncertainties calculated by using the covariance anal-
ysis are given in table 15. The present results were com-
pared with the literature data [4,10–46] as well as with the
theoretically calculated data using the TALYS-1.9 [7] and
the EMPIRE-3.2.3-Malta [8] nuclear codes. The evaluated
data libraries, like ENDF/B-VII.1 [56], JENDL-4.0 [73],
CENDL-3.1 [74], and JEFF-3.2 [75] were also used for the
comparison of the present results. In general, the present
data were found in fairly good agreement with the litera-
ture, the theoretical model predictions and the evaluated
data. However, a detailed discussion on the results is pro-
vided in the following subsections.

6.1 The 58Ni(n, p)58Co reaction

The 58Ni(n, p) reaction cross-sections were measured at
two neutron energies, 2.97±0.19, and 3.37±0.23MeV rel-
ative to the 197Au(n, γ)198Au monitor cross-sections, and
at three neutron energies, 5.99 ± 0.48, 13.97 ± 0.68, and
16.99 ± 0.53MeV relative to the 115In(n, n′)115m In moni-
tor cross-sections, respectively. The comparison of the re-
sults with the literature [4, 10–38] and the data from the
TALYS-1.9 [7] theoretical model calculations using vari-
ous level density models is shown in fig. 5. An enormous
amount of data is available in the literature [4, 10–38]
for the 58Co production using the 58Ni targets. It can
be seen from fig. 5 that most of the data are, however,
concentrated around the 14MeV neutron energies with
minor discrepancies. A few from data [10, 18, 19, 26] were
found slightly enhanced as compared to the rest of the
cross-section data. The enhancement in the cross-sections
may be due to the use of the different monitor reaction
cross-sections. Disagreement in the results among differ-
ent authors [23,32,35] has been found to be more around
the 13–22MeV neutron energies. However, the present
data were found to be in accordance with the literature
data [4,10–46]. Different ldmodels available in the TALYS-
1.9 code were also tested for the present case. As can be
seen from the figure, the Fermi gas model (ldmodel1) [64],
which is the default input for any projectile+target sys-
tem, has been found most suitable for the reproduction
of the measured data. The data from different ldmod-
els were found in general agreement in the entire en-
ergy range of neutron energies except around the peak
at 10MeV. For the sake of clarity, the comparison of the
58Ni(n, p)58Co reaction cross-section data with the evalu-
ated and the theoretical reproductions from the EMPIRE-
3.2.3-Malta [8] code were plotted in a separate fig. 6. It
can be observed from fig. 6 that the present as well as
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Table 9. Fractional uncertainties in various parameters used to obtain 58Ni(n, p)58Co reaction cross-sections.

En (MeV) Partial uncertainty (%)

Cs Cm Iγs εs εm fλs fλm Ms Mm as Ar Am σW

2.97 ± 0.19 10.874 2.932 0.00905 1.0819 1.342 0.0962 0.0054 1.881 2.595 0.0132 1.208E-06 3.030E-07 1.007

3.37 ± 0.23 8.962 9.433 0.00905 1.0891 1.342 0.0923 0.0071 1.562 2.149 0.0132 1.208E-06 3.030E-0 0.862

Corr 0 0 1 1 1 1 1 0 0 1 1 1 0

Table 10. Covariance matrix (%) and corresponding correla-
tion coefficients for the measured 58Ni(n, p)58Co reaction cross-
sections using the FOTIA at BARC.

En (MeV) Covariance matrix (Vcsij ) Correlation matrix

2.97 ± 0.19 1.4113 1

3.37 ± 0.23 0.0298 1.8011 0.0187 1

the literature data agree with each other for the entire
range of neutron energies under consideration. On the
other hand, only the default input description uses the
Fermi gas model [64] (LEVDEN0). In the EMPIRE-3.2.3-
Malta while using LEVDEN0 it was found successful to
reproduce the trend of the cross-section data. From figs. 5
and 6, it can be stated that the TALYS-1.9 [7] code’s input
descriptions were found better than the EMPIRE-3.2.3-
Malta [8] results in order to reproduce the 58Ni(n, p)58Co
reaction cross-sections.

6.2 The 58Ni(n, 2n)57Ni reaction

The 58Ni(n, 2n) reaction cross-sections were measured at
only two neutron energies, 13.97 ± 0.68, and 16.99 ±
0.53MeV relative to the 27Al(n, α)24Na monitor cross-
sections. The comparison of the present, literature and
the theoretical data using the TALYS-1.9 code [7] is plot-
ted in fig. 7. Most of the literature data [4, 28–45] were
found to be concentrated around 14MeV. The data [4,30,
32, 35, 39, 40, 46] above 15MeV were found to have minor
discrepancies. The trend of the data above 15MeV again
suggests the disagreement among the data from different
authors [4, 32, 35, 39, 40, 46], which may be attributed to
the use of different monitor cross-sections. On the other
hand, the present data were found in agreement with the
literature data except those given in refs. [30, 39, 40, 46].
The 27Al(n, α)24Na monitor reaction cross-sections con-
tains ≈ 2.5% uncertainty [56] around 16MeV neutron en-
ergies, therefore, large uncertainty can be observed in the
57Ni production cross-section at 16.99±0.53MeV neutron
energy. It can also be observed from fig. 7 that the level
density models ldmodel 1-3 [64–67] were found success-
ful in order to reproduce the experimental results having
better agreement with ldmodel 1 and 2. Similarly, a com-
parison of the present and the literature data with the
evaluated and the theoretical data using the EMPIRE-

3.2.3-Malta code are plotted in fig. 8. From the figure, it
can be noted that the evaluated data able to describe the
literature data in the entire range of energies, however,
none of the level density model from the EMPIRE code
was found successful to reproduce the experimental values
of the reaction cross-sections. Figures 7 and 8 show that
the results from TALYS and EMPIRE using the similar
level density model (Fermi gas model) disagree for the neu-
tron energies above 14MeV. The larger cross-sections from
the EMPIRE code may arise due to the over prediction of
the compound nucleus formation over the pre-equilibrium
process. Therefore, it can be stated that the TALYS-1.9 [7]
predictions were found more accurate for the reproduction
of the neutron-induced reaction cross-section data.

The CN and PE are the most dominated reaction chan-
nels at the present energies of investigation, therefore,
these two channels contributes majorly in the total re-
action cross-section with minor contribution coming from
the direct reactions. To further investigate the role of the
PE process in the formation of the 58Co and 57Ni radioiso-
topes, the theoretical reaction cross-section was calculated
by switching off the PE contribution in both the TALYS-
1.9 and EMPIRE-3.2.3-Malta codes. A comparison among
the present, literature and the theoretical cross-section
data from TALYS-.9 and EMPIRE-3.2.3-Malta has been
presented for 58Ni(n, p)58Co and 58Ni(n, 2n)57Ni reactions
in figs. 9 and 10, respectively. The mean free path param-
eter (MFP) has been tested with different sets of values
and together with the different optical model potentials to
properly fit the data. A better fit can be found by chang-
ing certain parameters in the code. However, the best fit
found by switching off the PE process in the calculations
is successfully describing the results. It can be seen from
fig. 9 that the TALYS-1.9 code was found to be successful
in order to reproduce the reaction cross-section data. On
the other hand, the data from the EMPIRE-3.2.3-Malta
code were found to be more enhanced after switching off
the PE calculations in the input description of the code.
However, both codes were found successful in order to fit
the data more accurately without the PE contribution for
the 58Ni(n, 2n)57Ni reaction, as can be seen from fig. 10.
Both figs. 9 and 10 show that the default input descrip-
tion of the theoretical model code EMPIRE-3.2.3-Malta
is over-predicting either the CN or PE contribution in the
production of the 58Co and 57Ni radioisotopes, which may
be attributed to the default value of MFP = 1.5 of the
code.
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Fig. 7. (Color online) The comparison of the present data with the literature data [4, 28–45] and the theoretical reaction
cross-section calculations using the TALYS-1.9 [7] code.
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Fig. 8. (Color online) The comparison of the present data with the literature data [4, 28–45], the evaluated data [56, 73–75],
and the theoretical reaction cross-section calculations using the EMPIRE-3.2.2-Malta [8] codes.
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Fig. 9. (Color online) The comparison of the present data with the literature data [4,10–38], and the theoretical reaction cross-
section calculations (default and by switching off the PE contribution) using the TALYS-1.9 [7] and EMPIRE-3.2.2-Malta [8]
codes.
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Fig. 10. (Color online) The comparison of the present data with the literature data [4,28–45]and the theoretical reaction cross-
section calculations (default and by switching off the PE contribution) using the TALYS-1.9 [7] and EMPIRE-3.2.2-Malta [8]
code.



Page 14 of 16 Eur. Phys. J. A (2019) 55: 51

Table 11. Fractional uncertainties in various parameters used to obtain 58Ni(n, p)58Co reaction cross-sections.

En (MeV) Partial uncertainty (%)

Cs Cm Iγs Iγm ηm,s fλs fλm Ms Mm as Ar Am σW

5.99 ± 0.48 8.747 8.932 0.00905 0.217 0.0405 0.0950 0.000186 1.641 1.595 0.0132 1.20E-06 4.35E-06 5.67

13.97 ± 0.68 9.962 7.433 0.00905 0.217 0.0405 0.0968 0.000793 1.462 2.489 0.0132 1.20E-06 4.35E-06 5.67

16.99 ± 0.53 11.923 9.934 0.00905 0.217 0.0405 0.0973 0.000601 1.280 1.995 0.0132 1.20E-06 4.35E-06 5.67

Corr 0 0 1 1 1 1 1 0 0 1 1 1 0

Table 12. Covariance matrix (%) and corresponding correlation coefficients for the measured 58Ni(n, p)58Co reaction cross-
sections using the BARC-TIFR Pelletron facility.

En (MeV) Covariance matrix (Vcsij ) Correlation matrix

5.99 ± 0.48 1.9375 1

13.97 ± 0.68 0.3221 1.9698 0.164 1

16.99 ± 0.53 0.3221 0.3221 2.79614 0.138 0.1371 1

Table 13. Fractional uncertainties in various parameters used to obtain 58Ni(n, 2n)57Ni reaction cross-sections.

En (MeV) Partial uncertainty (%)

Cs Cm Iγs Iγm ηm,s fλs fλm Ms Mm as Ar Am σW

13.97 ± 0.68 9.248 8.849 0.293 0.0015 0.00105 0.00058 0.0015 1.28 1.495 0.0132 1.21E-06 4.45E-07 0.37

16.99 ± 0.53 10.122 10.161 0.293 0.0015 0.00105 0.0021 0.0018 1.162 1.049 0.0132 1.21E-06 4.45E-07 2.03

Corr 0 0 1 1 1 1 1 0 0 1 1 1 0

Table 14. Covariance matrix (%) and corresponding corre-
lation coefficients for the measured 58Ni(n, 2n)57Ni reaction
cross-sections using the BARC-TIFR Pelletron facility.

En (MeV) Covariance matrix (Vcsij ) Correlation matrix

13.97 ± 0.68 1.7774 1

16.99 ± 0.53 8.65 × 104 2.3594 0.0004 1

7 Summary and conclusions

1) The 58Co and the 57Ni production cross-sections for
different quasi-monoenergetic neutrons produced from
the 7Li(p, n) reaction were measured by using the off-
line γ-ray spectroscopic technique.

2) Detailed covariance analysis was used to calculate the
uncertainties and the correlations among the measured
cross-sections and was found within the range of 11–
16%.

3) The present results were found in agreement with the
literature as well as with the evaluated data from data
libraries like ENDF/B-VII.1, JENDL-4.0, CENDL-3.1,
and JEFF-3.2.

4) From the present study of the two nuclear model codes
TALYS-1.9 and EMPIRE-3.2.3-Malta, it can be stated
that the TALYS-1.9 was found better in order to repro-
duce the neutron-induced reaction cross-section data.
It can also be stated that no significant role of the
PE process was found up to 20MeV neutron energies
in the production cross-sections of 58Co and 57Ni ra-
dioisotopes.

5) The disagreement between the two codes may be at-
tributed to the over-prediction of CN/PE contribu-
tions. The present study presents a clear insight into
both the nuclear model code and is also useful for the
validation of the literature data within the considered
neutron energies.

6) The monitor reaction cross-sections can produce large
uncertainties in the measured data, therefore, the error
propagation techniques are recommended to estimate
the correlations among the cross-sections.

7) The present work is also vital for the advancement of
nuclear reactor and medical accelerator technology and
for the dose estimation of the medical isotope 58Co.

One of the authors (SM) thanks the Department of Atomic
Energy-Board of Research in Nuclear Sciences (DAE-BRNS)



Eur. Phys. J. A (2019) 55: 51 Page 15 of 16

Table 15. The measured cross-sections for the 58Ni(n, p)58Co and 58Ni(n, 2n)57Ni reactions.

Neutron energy 58Ni(n, p)58Co 58Ni(n, 2n)57Ni

Flux Cross-section Flux Cross-section

(MeV) (n cm−2 s−1) (mb) (n cm−2 s−1) (mb)

2.97 ± 0.19 3.5 × 106 198.07 ± 23.37 – –

3.37 ± 0.23 3.8 × 106 252.21 ± 33.79 – –

5.99 ± 0.48 2.4 × 106 547.32 ± 76.07 – –

13.97 ± 0.68 3.2 × 106 421.29 ± 58.98 1.48 × 106 31.28 ± 4.16

16.99 ± 0.53 6.05 × 106 178.47 ± 29.8 2.68 × 106 65.67 ± 9.59
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