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Abstract

The natNi(p, x)61Cu reaction cross sections relative to natCu(p, x)62Zn monitor reaction with proton 
energies up to 20 MeV have been measured using the stack foil activation and off-line γ -ray spectrometric 
technique. The error analysis of the experimental data was done by using the concept of covariance analy-
sis. The present experimental cross sections have been compared with TALYS-1.8 and the results obtained 
well predicted the present experimental cross sections at the proton energies of 7.25, 15.70 and 18.89 MeV. 
The results from TALYS calculation are also in agreement with the earlier measurements available in the 
literature between the proton energies of 3–15 MeV, which confirms the reliability of the database. The 
natNi(p, x)61Cu reaction cross sections obtained in the present work have been further compared with the 
data from TENDL-2015 libraries. They are found to be in excellent agreement with TENDL-2015 at 7.25 
and 15.70 MeV. The present results along with detailed covariance information, which takes into account 
various attributes influencing the uncertainties and also the correlation between them, emphasize their sig-
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nificance during evaluation process in the proton induced reactions of natural nickel for the production of 
medically relevant radioisotope, 61Cu.
© 2018 Elsevier B.V. All rights reserved.
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1. Introduction

Nickel is one of the most frequently used structural materials (alloys, anti-corrosion), and thus 
its activation reaction cross-sections data are important when used in nuclear and space equip-
ment working under intensive radiation [1]. Nickel is an important material used in accelerator 
and nuclear technology. It is incorporated in stainless steel, present as surface coating and is pro-
posed as beam dump for high power accelerators [2]. Silvery-white metallic Ni is lustrous and 
resistive to corrosion. The vast industrial applications of nickel (Ni) metal, its compound and even 
its alloys have been perceived due to its physical and chemical properties. Hence, Ni has been 
given priority over other materials in a recent IAEA Coordinated Research Project on Nuclear 
Data Libraries for Advance Systems–Fusion Devices (FENDL-3) [3]. Moreover, the activation 
reaction cross-section data of nickel isotopes are of interest for the design studies of accelerator 
driven sub-critical system (ADSs) [4], thin layer activation (TLA) analysis and so on. Nickel can 
also be used as a target material for the production of several radionuclides of Co, Cu, Cr, Mn 
and Ni leading to industrial and medical application. Among them, produced radionuclides such 
as 60,61,62,64Cu and 55,56,57,58Co have potential applications in medicine [1,5]. The radionuclides 
60,61,62,64Cu are promising nuclides for labelling radiopharmaceuticals for Positron Emission To-
mography (PET). Given their high positron branching ratio, 60Cu (T1/2 = 23.7 min, Iβ+ = 93%) 
and 62Cu (T1/2 = 9.7 min, Iβ+ = 98%) can render high quality PET images. However, their 
applications are limited by their short half-lives to uptake times shorter than 1 h. 64Cu is an 
intermediate half-life nuclide (T1/2 = 12.7 h, Iβ+ = 17.6%, Iβ− = 38.50%), currently used for 
imaging and therapy. Despite its less than desirable image quality, it is one of the few PET tracers 
available to study processes with uptake longer than 4 h [6]. 61Cu (T1/2 = 3.339 h, Iβ+ = 61%) 
is another radionuclide of copper with potential utilization in nuclear medicine due to its nuclear 
properties, desirable half-life and ease for production [7–9]. It decays mainly via positron emis-
sion accompanied with dominant γ -rays of 282.96 keV (12.2%) and 656.01 keV (10.8%). The 
detection sensitivity of 61Cu is more than three times that of 64Cu, when β+ scintiscanning is 
used [10–12]. The relatively longer half-life of 61Cu compared to 60Cu and 62Cu reduces the 
decay loss of radioactivity during the processing, and allows imaging of slower biological pro-
cesses with low accuracy due to relatively high β+ emission ratio [13]. 61Cu could yield higher 
quality images than with 64Cu, due to the higher positron decay branching and the shorter half-
life. Thus, it covers the gap between the other radionuclides of copper and eases the commercial 
distribution from a centralized facility. For the investigation of copper distribution in patients 
suffering Wilson’s disease 61Cu[CuCl2] has been used as a PET tracer [12]. It is considered 
to be a suitable candidate for studies of slow kinetics of larger proteins, such as peptides and 
antibodies, or cells [14]. 61Cu is of special interest because of its large number of production 
possibilities. Several charged particles induced reactions on nickel, copper and zinc targets have 
been measured to produce 61Cu [2,5,7,9,15–17]. In majority of the cases relatively high produc-
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Fig. 1. Excitation function of the natNi(p,x)61Cu reaction from EXFOR database.

tion yield of 61Cu requires highly enriched target materials. The cost of the enriched targets, the 
necessity of the recovery of target materials after production and the material losses during the 
irradiation, separation and recovery steps are major disadvantages of these production ways. The 
61Ni(p, n)61Cu reaction is one of the most important routes for the production of 61Cu, but it 
needs very expensive highly enriched 61Ni target material [7].

Literature survey on the experimental data [1,18–21] which are also available in IAEA-
EXFOR database [22,23] shows the production of medically important radionuclide 61Cu being 
carried out by proton bombardment on natural nickel targets. Fig. 1 shows that the agreement 
of literature data is generally good, except a single data set from Al-Saleh et al. [19], even if 
this data have poor quality between the proton energies around 8 and 13 MeV. The literature 
data [1,19–21] also indicate that the uncertainties associated with the existing natNi(p, x)61Cu 
reaction cross sections were estimated by quadratic summation of the individual uncertainties 
contributing to the cross section, assuming they are independent. The interdependency between 
the uncertainties, if any, were either not observed or not reported. The data of R. Michel et al., 
[18] has no information on data uncertainties. These inconsistencies severely limit the reliabil-
ity of data evaluations. Modern evaluation requires not only the best estimate of the reaction 
cross section but also the complete description of its uncertainty and covariance describing the 
correlation among them. Thus it is mandatory to provide covariance matrix that contains the 
essential information required for reliable estimation of the uncertainty [24]. New experimen-
tal data are therefore required, to improve the cross sections data in the database along with 
detail documentation of uncertainty propagation for evaluation process. In view of the above, 
the present work has been carried out for the measurement of natNi(p, x)61Cu reaction cross 
sections within the proton energy range of 20 MeV down to the thresholds by using stack-foil 
activation technique and off-line gamma-ray spectrometry. The natNi(p, x)61Cu reaction cross 
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Fig. 2. Schematic diagram of the arrangement of the metal foils in stacked foil activation technique.

sections were measured relative to the natCu(p, x)62Zn reaction cross sections. In the present 
work, the natCu(p, x)62Zn monitor reaction was adopted as the reference cross-section and was 
taken from IAEA recommended charged-particle reference cross section library [1,25], which 
contains the recommended evaluated cross section of monitor reactions. The natCu(p, x)62Zn 
monitor reaction was a preferable choice due to the activation product, 62Zn, which has a rela-
tively longer half-life (T1/2 = 9.193 h) than that of 63Zn (T1/2 = 38.47 min) but it is shorter than 
that of 65Zn (T1/2 = 243.93 d). This fact enables measurement of the monitor foils few hours 
after the end of irradiation. The error analysis of the experimental data was done by covariance 
analysis considering the partial uncertainties in various attributes and the correlations that exist 
between those attributes. The natNi(p, x)61Cu reaction cross section as a function of proton en-
ergy was also calculated theoretically by using the computer code TALYS 1.8 [26] up to proton 
energy of 60 MeV with nuclear model parameters adjusted within their recommended limits to 
improve the agreement with experimental data.

2. Experimental procedures

2.1. Targets, stack formation and irradiation

The experiment for the measurement of natNi(p, x)61Cu reaction cross section was performed 
by using the 14 UD BARC-TIFR Pelletron facility at Mumbai, India. The proton beam main line 
at 6 m above the analyzing magnet of the Pelletron facility was utilized to attain the maximum 
proton current from the accelerator. At this port, the terminal voltage was regulated by generating 
voltage mode (GVM) using a terminal potential stabilizer. The conventional stack-foil irradiation 
technique was carried out as done by most of the authors [1,18–21]. Nickel foils (99.99% pu-
rity; 101 µm thickness) having the natural isotopic composition (58Ni, 68.077%; 60Ni, 26.223%; 
61Ni, 1.140%; 62Ni, 3.635%; 64Ni, 0.926%) [27] were used as the target material. Similarly, nat-
ural copper foils (99.99% purity; 99.5 µm thickness) having natural isotopic abundance (63Cu, 
69.15%, 65Cu, 30.85%) were also included in the stacks serving as the energy degrader along 
the stack and as a monitor. The stack-foil consisting of five identical pairs (Ni–Cu) metal foils 
was made by keeping the Ni and Cu foils alternately arranged in the order Ni–Cu–Ni–Cu–Ni–
Cu–Ni–Cu–Ni–Cu. A schematic arrangement of the stack is shown in Fig. 2. The stack was 
additionally wrapped with 25 µm thick Al foil and then mounted at zero degree with respect to 
the beam direction. The monitor and target foils were prepared with a size of 8 × 8 mm2 and 
the proton beam was collimated to 6 mm diameter to ensure that equal areas of the monitors and 
the target materials received the same beam flux during the experiment. The stack was irradiated 
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for 10 minutes with an initial proton beam of 20 MeV and the beam current of 100 nA was kept 
constant during the irradiation process. The energy of the incident proton beam decreases, as it 
passes through the stack and so the successive foils of the stack were irradiated with incident 
particles of different energies.

2.2. Gamma ray spectrometry of activation products

After the irradiation, the activated foils were sufficiently cooled and then mounted separately 
on the Perspex plates and taken for off-line γ -ray spectrometry. The emitted γ -rays from the 
activated target foils of the sample and monitor were measured non-destructively using a pre-
calibrated lead shielded coaxial high-purity germanium (HPGe) detector with 51.3 mm crystal 
diameter and 58.7 mm crystal length having 20% relative efficiency. The energy resolution of the 
detector was 1.8 keV full width half maximum (FWHM) at the 1332.5 keV γ -ray photo-peak of 
60Co. The HPGe detector was coupled to a PC based 4k channel analyzer. The energy and effi-
ciency calibration of the HPGe detector system was carried out by using a standard 152Eu point 
source (T1/2 = 13.517 years) from its characteristic γ -ray energies [28] retrieved through NuDat 
2.7β database [29]. The source detector system was maintained at a distance of 12 cm from the 
end cap of the detector to minimize pile up effect, to have low dead time (<10%) and to suppress 
the sum-coincidence effect caused by the coincidental detection of two or more γ -rays emitted 
in cascade. Similarly, the measurements of the activated sample and monitor foils were counted 
one at a time. The irradiated targets in the present experiments have finite dimension thus, the 
efficiency obtained for the point source geometry was transferred to the dimensions of the sam-
ples geometry of finite size using code EFFTRAN [30]. The inputs for the simulation requires 
the specifications of the HPGe detector (e.g., dimension and crystal material, crystal hole cav-
ity, window, end cap, mount cup and absorber), the 152Eu γ -ray source (e.g. source dimension, 
characteristic γ -rays and x-rays) and the target samples dimensions.

3. Data analysis

3.1. Estimation of the efficiency of the HPGe detector along with the uncertainty propagation 
in efficiency calculation

The energy and efficiency calibration of the HPGe detector system was carried out by con-
sidering five γ -lines of the standard 152Eu point source reported in Table 1. The source activity 
(A0) was 7767.73 Bq on 1st October, 1999. The efficiency of detector was determined from the 
following equation

εp = C

A0e−λt Iγ �T
(1)

where, C is the detected counts under the photo-peak of each γ -line during the counting time 
�T , λ (= ln 2/T1/2) is the decay constant for 152Eu, t is the cooling time, i.e. the time elapsed 
between the date of manufacture to the start of counting time. Iγ is the branching intensity or 
abundance of γ -ray. The efficiency calibration of the HPGe detector was obtained for a point 
source εp , using Eq. (1) and is presented in Table 1. The efficiency transferred to the full-energy 
peak efficiency for the samples of finite size using EFFTRAN, ε is also presented in Table 1.

The sources of uncertainty associated with the different attributes (C, A0, Iγ , T1/2) in the cal-
ibration process was propagated into the uncertainty of the detector efficiency. All the above four 
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Table 1
Detection efficiencies for the point source geometry and sample geometry at the characteristic γ -ray energies of 152Eu 
with corresponding γ -ray intensities [28,29].

Gamma-ray 
energy (keV)

Gamma-ray 
energy (MeV)

Gamma-ray 
intensity (%)

εp (efficiency for 
point source)

ε (efficiency 
of sample)

121.78 0.1218 28.53 ± 0.16 2.47E−03 2.37E−03
344.28 0.3443 26.59 ± 0.2 9.55E−04 9.17E−04
778.90 0.7789 12.93 ± 0.08 4.21E−04 4.05E−04
1112.08 1.1121 13.67 ± 0.08 2.60E−04 2.50E−04
1408.01 1.4080 20.87 ± 0.09 2.52E−04 2.42E−04

attributes are observed independently and the terms t and �T are determined without uncertainty 
and may be treated as constants, hence we can treat ε as function of variables C, A0, Iγ and T1/2
and the uncertainty propagation in efficiency of the HPGe detector was carried out following 
the methodology of L.P. Geraldo and D.L. Smith [31] as described in details in earlier measure-
ments reported by Y. Santhi Sheela et al. [32] and R. Ghosh et al. [33,34]. The uncertainty in the 
efficiency (εi ) due to the ith γ -line can be propagated as

(�εi)
2 =

∑
k

(
∂εi

∂xki

�xki

)2

, 1 ≤ i ≤ 5, 1 ≤ k ≤ 4 (2)

Similarly, the uncertainty in the efficiency (εj ) due to the j th γ -line can be propagated as

(�εj )
2 =

∑
k

(
∂εj

∂xkj

�xkj

)2

, 1 ≤ j ≤ 5, 1 ≤ k ≤ 4 (3)

where xk represents the attributes C, A0, Iγ and T1/2. The information on the partial errors due 
to each attributes and their correlations provides a basis for constructing the covariance matrix 
Vε which completely represents the uncertainties in the measured efficiencies. Thus the elements 
of the covariance matrix (Vε) due to the ith and j th γ -line is calculated as

Vεij =
∑

k

(
∂εi

∂xki

�xki

)
cor(xki, xkj )

(
∂εj

∂xkj

�xkj

)
, 1 ≤ i, j ≤ 5, 1 ≤ k ≤ 4 (4)

where cor(xki, xkj ) represents the micro correlation between ith γ -line and j th γ -line of the 
kth attribute. The micro correlation matrix corresponding to the attributes C and Iγ is an identity 
matrix I of order 5 as the observations were made independently. However, the micro correlation 
matrix in case of the attributes A0 and T1/2 is a matrix J with all entries equal to 1 and order 5 
because the same decay constant and same source strength of 152Eu was adopted in the efficiency 
calculation.

The characteristic γ -ray energies of the radionuclides of interest are different from the char-
acteristic γ -ray energies of 152Eu used in the calibration process hence in order to get the 
efficiencies at the 282.96 and 596.56 keV γ -lines of 61Cu and 62Zn, an appropriate model for 
interpolation was chosen using the following linear parametric function

ln εi =
∑
n

pn(lnEi)
n−1 (5)

and the corresponding linear model as Z ≈ AP in matrix form, where Z = ln(εi), εi is the ef-
ficiency of the detector obtained at γ -ray energies Ei , A is the design matrix with elements 
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Fig. 3. The measured and fitted detection efficiency calibration curve of the HPGe detector calibrated at a distance of 
12 cm from detector end cap window.

Table 2
Detector efficiencies of the reaction products with their uncertainties and corresponding correlation matrix.

Nuclide γ -Ray
energy (keV)

Efficiency 
(ε × 103)

Correlation matrix

61Cu 282.96 1.09 ± 0.05 1.00
62Zn 596.56 0.54 ± 0.02 0.86

1.00

Ai,n = (lnEi)
n−1 (1 ≤ n ≤ m; 1 ≤ i ≤ 5) and P is a column matrix having elements pn, which 

are unknown parameters to be estimated. The parameter n is varied to achieve the best model 
for interpolation and the selection was based on minimum Chi-square (χ2) statistics [31–34]. 
We prefer to choose the model with χ2/(i − n) closest to one. In the present work, the best fit 
was obtained for n = 3 with χ2/(5 − 3) = 0.99 ≈ 1 and we consider the corresponding linear 
parametric model as the best model, which is given by

ln εi = −8.03 − 0.98(lnEi) − 0.02(lnEi)
2 (6)

The fitted efficiencies thus obtained for n = 3 model along with the measured efficiencies are 
shown in Fig. 3. The required efficiencies for the 282.96 and 596.56 keV γ -lines of 61Cu and 
62Zn, along with their correlation are presented in Table 2.

3.2. Determination of cross section

The proton beam energy degradation along the stack can be calculated using the computer 
code SRIM 2013 of Ziegler [35] and a new method developed by Fisichella et al. [36], which 
were followed in the present work. As the stack containing the targets and monitor foils were 
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additionally wrapped with Al foil of 25 µm thick hence the proton energy loss in the Al foil was 
also considered. This is because the beam energy distribution degrades as it traverses through the 
stack [36]. Based on the SRIM [35] calculation, the average proton beam energy (〈E〉) incident 
on the first Ni target was found to be 18.89 ± 0.76 MeV. For the other three Ni foils, the average 
proton beam energies are 15.70 ± 0.86, 11.97 ± 1.03 and 7.25 ± 1.39 MeV, respectively. The 
average proton energies are based on the mean energy of the beam particles entering the target 
(Ein) and the mean energy of the beam particles after completely traversing the target (Eout). 
In SRIM [35], Eout is usually determined with the aid of simple energy loss calculations. As 
suggested by Fischella et al. [36], this approximation is not absolutely correct. Thus, instead 
of average proton beam energy (〈E〉), effective proton beam energy (Eeff) of the Ni foil was 
estimated based on the relation suggested by Fischella et al. [36]. The calculated effective proton 
beam energies of the four Ni foils are 19.02 ± 0.76, 15.82 ± 0.86, 11.97 ± 1.03 and 7.25 ±
1.39 MeV, respectively. Then the corresponding activation cross section for the natNi(p, x)61Cu 
reactions at the i-th sample, σ(Ei) was determined by using the standard activation formula [37].

σ(Ei) = C(Ei).M

Na.ρ.th.Φ.ε(Eγ ).Iγ .f
(7)

In order to avoid the direct measurement of proton beam intensity, Φ the cross section of 
natNi(p, x)61Cu reaction has been determined using a known monitor reference cross section σr

as well as from the activity of the copper foil, by the following equation:

σs(Ep) = σr

Cs.Ms.Na.ρr .thr .εr .Iγ r .fr

Cr .Mr .Na.ρs.ths .εs .Iγ s .fs

(8)

where σr is the reference monitor cross-section taken from the natCu(p, x)62Zn monitor reaction 
[25] recommended by IAEA. λ is the decay constant (s−1) related to half live T1/2 (λ = ln 2

T1/2
) 

of the reaction product of interest. Cs and Cr are the net counts of the characteristic gamma 
lines of 61Cu and 62Zn respectively. The symbol Iγ s , Iγ r , are the branching intensities and εs , εr

are the efficiencies of the γ -lines of 61Cu and 62Zn, respectively, Na is the Avogadro’s number 
(6.023 × 1023), ρs and ρr are the target material densities, Ms and Mr are the atomic weight of 
the target material of nickel and copper while ths and thr are the target thickness (cm). The time 
factor, fs and fr are defined by

fx = (
1 − e−λx ti

)
e−λxtc,x

(
1 − e−λx tm,x

)
/λx (9)

where ti , tc , tm are the irradiation, cooling and counting time (s), respectively and x = 61Cu or 
62Zn. The decay data such as the half-life T1/2 and γ -ray emission probability (Iγ ) in Eq. (8)
as well as the γ -ray energy (Eγ ) used in the detection efficiency were taken from the ENSDF 
evaluation [38,39] retrieved via the interface of Live Chart of nuclides [40] and summarized in 
Table 3. The Q-values and the threshold energies were accessed through the Q-tool system [41]
and are presented along in Table 3.

3.3. Uncertainty in cross section measurement

The activation cross section for the reaction natNi(p, x)61Cu, σ(Ei) was determined by con-
sidering only the dominant γ -line of 282.96 keV (12.2%). It was measured relative to the 
natCu(p, x)62Zn monitor reaction cross section by measuring the activity of 62Zn considering 
only the γ -line of 596.56 keV (26.0%). As seen from Eq. (8), the attributes observed with errors 
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Table 3
Decay data for the assessed radio-nuclides extracted from the interface of Live Chart of nuclides of IAEA [39] as well as 
Q-values and threshold energies extracted from Q-tool [40]. Bold γ -lines were used in derivation of experimental cross 
section in the present work.

Nuclide Half-life (h) Decay-mode γ -Ray energy, 
Eγ (keV)

γ -Ray intensity, 
Iγ (%)

Contributing 
reaction

Q-value 
(MeV)

Threshold 
energy, Eth 
(MeV)

61Cu 3.339 ± 0.008 EC + β+ 282.96 12.2 ± 2.2 61Ni(p,n)61Cu −3.02 3.07
(100%) 62Ni(p,2n)61Cu −13.62 13.84

656.01 10.8 ± 2.0
62Zn 9.193 ± 0.015 EC + β+ 596.56 26.0 ± 2.0 63Cu(p,2n)62Zn −13.26 13.48

(100%)

in the present measurements are counts (Cs , Cr ), atomic weight (Ms and Mr ), γ -ray intensity 
(Iγ s , Iγ r ), efficiency (εs , εr ) and the time factor (fs , fr ) related to decay constant λ. Due to lack 
of uncertainty information for the quantities; thickness (th) and target material density ρ, they 
have not been considered in the uncertainty analysis. The IAEA recommended charged-particles 
monitor reactions library [25] consisting of evaluated cross section data, believed to be accurate 
enough to meet the demand of all current applications [42]. Due to the lack of uncertainty in-
formation from the recommended library, σr is not considered in the uncertainty propagation of 
cross section. The uncertainty in the cross-section of each of the sample for the i-th measurement, 
is propagated as,

(
(�σs)i

)2 =
∑

s

(
�(xs)i

(xs)i
(σs)i

)2

+
∑

r

(
�(xr)i

(xr )i
(σs)i

)2

+ 2

(
�(εs)i

(εs)i
(σs)i

)

× cor
(
(εs)i , (εr )i

)(�(εr)i

(εr )i
(σs)i

)
1 ≤ s, r ≤ 5; 1 ≤ i ≤ 4; (10)

where xs and xr denotes the attributes counts, atomic weight, γ -ray intensity, efficiencies 
and the time factors for the sample and monitor, respectively. Details of Eq. (10) are pro-
vided in Appendix. The covariance information related to the four measured cross sections of 
natNi(p, x)61Cu is given in a 4 × 4 covariance matrix Vσs , which is obtained by using the in-
formation on the partial uncertainties and the correlations between them, using the following 
relation,

(Vσs )ij =
∑
kl

(ek)i(Skl)ij (el)j , 1 ≤ i, j ≤ 4, 1 ≤ k, l ≤ 10 (11)

where, (ek)i = ∂(σs)i
∂(xk)i

�(xk)i is the partial uncertainty in (σs)i due to the kth attribute in the ith ex-

perimental observation and (el)j = ∂(σs)j
∂(xl)j

�(xl)j is the partial uncertainty in (σs)j due to the lth 
attribute in the j th experimental observation [33,43]. (Skl)ij represents the correlation between 
the kth attribute in the ith experimental observation and lth attribute in the j th experimental 
observation and called micro-correlation. Since the parameters ti , tc and tm have been measured 
without uncertainties in the present experimental work, thus the only attribute that contributes to 
the uncertainty in the time factor, f is the decay constant, λ. The uncertainties in the time factors 
was propagated from the uncertainties in the decay constants [24], given by

(�f/f )2 = s2 (�λ/λ)2 (12)
f λ
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Table 4
Partial uncertainty in various attributes and their corresponding correlation to obtain the natNi(p, x)61Cu reaction cross-
section.

Attributes Partial uncertainties in natNi(p,x)61Cu reaction cross-section Correlation

Ep = 19.02
(MeV)

Ep = 15.82
(MeV)

Ep = 12.12
(MeV)

Ep = 7.45
(MeV)

γ -Ray peak Counts, CCu 0.160 0.123 0.069 0.087 0
γ -Ray intensity, Iγ Cu 1.951 1.089 0.328 0.742 1
Efficiency of the detector, εCu

a 0.487 0.272 0.082 0.185 1
Time factor, fCu 0.020 0.011 0.003 0.007 1
Atomic weight, MCu 3.687E−05 2.058E−05 6.193E−06 1.402E−05 1
γ -Ray peak Counts, CZn 0.149 0.083 0.025 0.057 1
γ -Ray intensity, Iγ Zn 0.832 0.465 0.140 0.316 1
Efficiency of the detector, εZn

a 0.498 0.278 0.084 0.189 1
Time factor, f Zn 0.015 0.009 0.003 0.006 1
Atomic weight, MZn 5.108E−04 2.851E−04 8.580E−05 1.942E−04 1

Correlation within the attributes 0 represents uncorrelated and 1 for fully correlated.
a Partially correlated with correlation 0.86 [Table 2].

f = fs or fr and λ = λs or λr with relative sensitivity sfλ

sf λ = λ

f

∂f

∂λ
=

(
λtie

−λti

1 − e−λti
− λtc + λtme−λtm

1 − e−λtm
− 1

)
(13)

The uncertainty in decay constant, �λ = (ln 2�T1/2)/T
2

1/2 where T1/2 and �T1/2 was taken from 
the ENSDF evaluation extracted from the interface of Live Chart of Nuclides of IAEA [38–40]. 
The partial uncertainties due to the various attributes involved in the cross section measurement 
of natNi(p, x)61Cu reaction relative to natCu(p, x)62Zn monitor reaction are summarized in Ta-
ble 4. The attribute Cs in all the measurements are uncorrelated and therefore the corresponding 
micro-correlation matrix is an identity matrix. The observations of γ -ray intensity Iγ s , Iγ r with 
reference to same characteristic γ -rays are identical and hence they are fully correlated in all four 
measurements, but the observations with reference to different characteristic γ -rays are indepen-
dent and not correlated. Similarly, the micro-correlation associated with the pair of attributes 
(Ms , Mr ) and the time factor (fs , fr ) are independent hence not correlated, but observations 
of same attribute used in four different measurements are fully correlated (same atomic weight 
and half-life of nuclide used in all four measurement). The micro-correlation of εs and εr with 
reference to the same characteristic γ -lines are fully correlated. However, there exist a partial 
correlation between εs and εr since same efficiency interpolation model was used and the partial 
correlation coefficients were taken from Table 2. The final covariance in the cross-section was 
constructed by substituting the partial uncertainties data and the corresponding micro-correlation 
in Eq. (11).

4. Theoretical calculation of cross-section using nuclear model

For a better understanding of the experimental data, it is instructive and advantageous to per-
form theoretical calculation of cross-sections using nuclear model and compare the experimental 
values with the calculated data. The measured natNi(p, x)61Cu reaction cross-section have been 
calculated theoretically using nuclear model code TALYS 1.8 [26] up to a proton energy of 
60 MeV. TALYS is a software for the analysis and prediction of nuclear reactions that involve 
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neutrons, photons, protons, deuterons, tritons, 3He and alpha particles, in the 1 keV to 200 MeV 
energy range and for target nuclides of mass 5 and heavier [44]. Theoretical calculations of 
nuclear reaction cross-sections include the direct interaction, pre-equilibrium and compound nu-
cleus contributions. To calculate the cross-sections using the compound nucleus model as well 
as the pre-equilibrium models, one of the most important ingredients is the level density, it is an 
important characteristic of the nucleus, as it allows one to explore the mechanism of nuclear ex-
citations, information about the structure of the excited nuclei. A correct level density is the most 
crucial ingredient for a reliable theoretical analysis of cross sections, spectra, angular distribu-
tions, and other nuclear reaction observables. In view of this, in the present work the nuclear level 
densities calculations of the nuclei were performed using both the Generalised superfluid model 
(GSM) and Back-shifted Fermi gas model (BFM) available from TALYS [26]. For the theoretical 
calculations with Generalised superfluid model (GSM), no parameters were adjusted. However, 
for theoretical calculation using the Back-shifted Fermi gas model the energy-dependent level 
density parameter a, has been adopted, which takes into account the damping of shell effects and 
is given by

a = a(Ex) = ã

[
1 + δW

1 − e−γU

U

]
(14)

where U is the excitation energy, δW is the shell correction energy, and γ is the shell damping 
parameter The asymptotic level density parameter ã is of the form

ã = αA + βA2/3 (15)

The shell damping factor, γ depends on the mass number A and is given by γ1
A1/3 + γ2, where γ1

and γ2 are global parameters that have been determined to give the best average level density de-
scription over a whole range of nuclides. Also the γ -ray strength function has also been studied 
using the Brink–Axel Lorentzian, available from TALYS 1.8. The pre equilibrium contribution 
was calculated by two component excitation model. The excitation model for pre-equilibrium 
nuclear reactions has proven to be powerful for the analysis of continuum emission spectra and 
excitation functions for projectile energies above several MeV. Pre-equilibrium emission takes 
place after the first stage of the reaction but long before statistical equilibrium of the compound 
nucleus is attained, leading to the well-known high-energy tails in the emission spectra and the 
smooth forward peaked angular distributions [45]. Gamma-ray transmission coefficients are im-
portant for the description of the gamma-ray emission channel in nuclear reactions. Hence the 
theoretical calculations have been performed with the Generalised superfluid model (GSM) with 
other parameter values taken as default but for nuclear level densities calculations with Back-
shifted Fermi gas model (BFM), the level-density parameters; α, β , γ1 as well as the γ -ray 
strength function was adjusted. The natNi(p, x)61Cu reaction cross section theoretically calcu-
lated from the nuclear model code TALYS 1.8 is plotted in Fig. 4.

5. Results and discussions

The experimentally determined natNi(p, x)61Cu reaction cross-sections along with their un-
certainties at different proton beam energies are reported in Table 5. The effective proton beam 
energy and its uncertainty are due to the beam energy distribution in the stack, which is elabo-
rately discussed by Fisichella et al. [36]. This is because the beam energy degrades as it traverses 
the different stack foil due to energy straggling and foil thickness. Hence from the beam en-
ergy distribution in the stack targets, the energy and its uncertainty is obtained. As mentioned by 
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Fig. 4. The excitation function of the natNi(p, x)61Cu reaction cross sections with literature data and the calculated values 
from TALYS-1.8 along with the evaluated data of TENDL-2015.

Table 5
The experimentally determined natNi(p, x)61Cu reaction cross section (σs ) along with its uncertainty.

Proton energy, Ep (MeV) natNi(p, x)61Cu reaction 
cross section, σs (mb)

Correlation matrix

Average energy Ref. [35] Effective energy Ref. [36]

18.89 ± 0.76 19.02 ± 0.76 10.82 ± 2.34 1.00
15.70 ± 0.86 15.82 ± 0.86 6.04 ± 1.31 0.99 1.00
11.97 ± 1.03 12.12 ± 1.03 1.82 ± 0.40 0.98 0.98 1.00
7.25 ± 1.39 7.45 ± 1.39 4.11 ± 0.89 0.99 0.99 0.98 1.00

Fisichella et al. [36], to which exact proton energy the cross section should be attributed. Thus we 
have done the in and out proton energy calculation by using the SRIM 2013 code of Ziegler [35]
to obtained the average proton beam energy as mentioned before. We have also calculated the 
effective proton beam energy using the prescription of Fisichella et al. [36], which has also been 
mentioned before. Thus we have assigned the reaction cross section to the effective proton beam 
energy. For the proton flux calculation also we have used the monitor reaction cross section cor-
responding to the effective proton beam energy faced by the monitor foil owing to the energy loss 
in the different layers. In fact, it is true that the effective proton energies of Ni target foils and Cu 
monitor foils are not same. However, we have assumed that the proton flux practically remains 
same for all the foils. We have also used monitor reaction cross section without uncertainty. This 
is because in the reaction monitor cross section, no uncertainty is given in ref. [25] recommended 
by IAEA. All these factors can affect the uncertainty of reaction cross section. Using covariance 
analysis the total uncertainty in the cross section was determined to be 21.58, 21.63, 21.86 and 
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21.63% at effective proton energies of 19.02, 15.82, 12.12 and 7.45 MeV, respectively. The high 
uncertainty in the cross-section was due to the major contribution of uncertainty from γ -ray in-
tensities of both the monitor and the sample with an uncertainty of 7–18%. The uncertainty due 
to the use of effective proton beam energy will be within the mentioned uncertainty limit. Thus 
the natNi(p, x)61Cu reaction cross sections given in Table 5 are for the effective proton beam 
energy with mentioned uncertainty.

The present data is compared with existing literature data of N. Amjed et al. [1], R. Michel 
et al. [18], F.S. Al Saleh et al. [19], Hermanne et al. [20], and Md.S. Uddin et al. [21] retrieved 
from IAEA-EXFOR database [22,23] and plotted as a function of proton energy in Fig. 4. The 
natNi(p, x)61Cu reaction cross sections from the present work plotted in Fig. 4 are also have 
the uncertainty limit of effective proton energy. It is seen from Fig. 4 that the present datum at 
7.45 MeV is in excellent agreement with the data of N. Amjed et al. [1] and the data of Md.S. 
Uddin et al. [21]. However, the datum at 12.12 MeV is low in comparison to the data of N. Amjed 
et al. [1], Hermanne et al. [20] and Md.S. Uddin et al. [21]. At the proton energies of 15.82 and 
19.02 MeV, the present data are in close agreement to the experimental data of N. Amjed et 
al. [1], F.S. Al Saleh [19] and Hermanne et al. [20] within uncertainty limit. The experimentally 
determined natNi(p, x)61Cu reaction cross sections were further compared with the TALYS based 
TENDL-2015 data library [46] which are also plotted in Fig. 4. It can be seen that the weighted 
average values obtained from TENDL-2015 library are in excellent agreement with the present 
data at the proton energies of 7.45 MeV and 15.82 MeV but it is slightly higher at 19.02 MeV 
and relatively high at 12.12 MeV. Similarly, TENDL-2015 values are comparatively higher than 
literature data between 16–24 MeV but lower than experimental data of Hermanne et al. [20]
above the proton energy of 25 MeV.

The theoretical values from computer code TALYS-1.8 [26] was calculated by varying only 
the level density using the Generalised superfluid model (GSM) available from TALYS, which 
are also plotted along in Fig. 4 for comparison. The theoretical values calculated using GSM 
for the level density follows similar trend with TENDl-2015 agreeing with literature data of N. 
Amjed et al. [1], R. Michel et al. [18], Hermanne et al. [20], and Md.S. Uddin et al. [21] between 
3–15 MeV and it is higher at proton energies of 16–24 MeV. The Generalised superfluid model 
(GSM) well predicted the present result at proton energies of 7.45, 15.82 and 19.02 MeV but it do 
not at all agree with the present datum at 12.12 MeV and with the measured data of Hermanne 
et al. [20] above the proton energy of 25 MeV as it is relatively low. Further the excitation 
function of the natNi(p, x)61Cu reaction as a function of proton energy from 3 to 60 MeV have 
been calculated by using the Back-shifted Fermi gas model (BFM) with adjusted parameters 
along with the γ -ray strength function of Brink–Axel Lorentzian in order to further examine the 
discrepancies between the literature data and TENDL-2015 as well as to check the reliability of 
the present measurement. The resulting theoretically calculation values are plotted in Fig. 4 for 
comparison. It is seen the present data at the proton energies of 7.45 and 15.82 MeV are in good 
agreement with the theoretical values calculated using BFM. Also the theoretically calculated 
cross section of natNi(p, x)61Cu using BFM agrees well with all the experimental data of R. 
Michel et al. [18], N. Amjed et al. [1], Hermanne et al. [20] and Md.S. Uddin et al. [21] at the 
proton energies of 3–15 MeV and with the data of Hermanne et al. [20] between 25–31 MeV and 
45–60 MeV but it is comparatively high at the energies between 16–24 MeV following the same 
trend with that of the GSM model and TENDL-2015. The present experimental cross-sections 
of the natNi(p, x)61Cu reaction along with the evaluated values from TENDL-2015 library and 
theoretically calculated value of TALYS 1.8 are summarized in Table 6. It can be seen that the 
experimental cross-sections of the natNi(p, x)61Cu reaction at the proton energies of 7.45, 15.82 
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Table 6
The experimentally determined natNi(p, x)61Cu reaction cross section (σs ) along with TALYS-1.8 [26] and the evaluated 
cross sections from TENDL-2015 [45].

Proton energy, Ep (MeV) natNi(p,x)61Cu reaction cross section, σs (mb)

Average energy 
Ref. [35]

Effective energy 
Ref. [36]

Present work Talys 1.8-GSM Talys 1.8-BFM Tendl-2015

18.89 ± 0.76 19.02 ± 0.76 10.82 ± 2.34 11.38 13.43 12.17
15.70 ± 0.86 15.82 ± 0.86 6.04 ± 1.31 5.72 6.08 5.22
11.97 ± 1.03 12.12 ± 1.03 1.82 ± 0.40 3.94 4.09 3.09
7.25 ± 1.39 7.45 ± 1.39 4.11 ± 0.89 4.28 4.23 4.06

and 19.02 MeV are in close agreement with the values from TENDL-2015 library [46] as well 
as with the value based on TALYS-1.8 [26] within uncertainty limit but the present datum at 
12.12 MeV is very low when compared with data from TENDL-2015 library and TALYS-1.8.

The above discussion indicates that the agreement or disagreement of present and literature 
data with the values from TENDL-2015 library [46] and theoretical values from TALYS-1.8 [26]
depends on the various parameters in the theoretical models. On the other hand, measurements 
of experimental values by stack-foil activation technique depends on the degradation of the beam 
quality due to the statistical nature of energy loss processes as it passes through the non-uniform 
stack targets [36]. This can affects in the reaction cross section and causes disagreement among 
the literature data.

6. Conclusion

The natNi(p, x)61Cu reaction cross sections at the effective proton beam energies of 7.45, 
12.12, 15.82 and 19.02 MeV relative to the natCu(p, x)62Zn monitor reaction were measured 
and covariance analysis has been carried out to determine the uncertainty. The present data at 
the effective proton beam energies of 7.45, 15.82 and 19.02 MeV are in good agreement with 
the literature data. The excitation function of the natNi(p, x)61Cu reaction as a function of proton 
energy from 3 to 60 MeV have been calculated theoretically by using the computer code TALYS-
1.8. The values from TALYS-1.8 well predicted the present data at the effective proton beam 
energies of 7.45, 15.82 and 19.02 MeV and earlier data between 3–15 MeV and 25–31 MeV. It 
also follows a similar trend with the values of TENDL-2015 library. However, values from both 
TALYS-1.8 and TENDL-2015 library are higher than the literature data between 16–24 MeV. 
Therefore the present data are useful to increase the reliability and enrich the database for the 
production of medical radioisotope 61Cu. The detailed description of the uncertainties and co-
variance analysis ensures that the experimental results can be incorporated in the evaluation 
process.

Acknowledgements

The authors are thankful to the staffs of Tata Institute of Fundamental Research (TIFR), Mum-
bai for their excellent operation of the accelerator and for providing the proton beam for our 
experiment. One of the authors (S. Badwar) expresses her sincere gratitude to the Board of Re-
search in Nuclear Sciences, Department of Atomic Energy, Mumbai for funding the research 
project. She is also grateful to Tim Vidmar, SCK CEN, Belgian Nuclear Research Centre, Boere-
tang 200, BE-2400 Mol, Belgium, for providing the EFFTRAN code.



126 S. Badwar et al. / Nuclear Physics A 977 (2018) 112–128
Appendix A. Determination of cross section

The activity cross section as given in Eq. (8)

σs(Ep) = σr

Cs.Ms.Na.ρr .thr .εr .Iγ r .fr

Cr .Mr .Na.ρs.ths .εs .Iγ s .fs

(A.1)

The sources of uncertainty in the cross-section calculation are C, M , Iγ , ε and f related to both 
the sample and the monitor. However, the reference cross section σr is treated as a constant in the 
uncertainty propagation of cross section due to lack of uncertainty information of the quantity 
from the recommended database. Therefore there are ten attributes contributing to the uncertainty 
propagation of cross section. Hence, σs can be treated as a function of C, M , Iγ , ε and f of both 
the sample and monitor and can be expressed as,

σs = f (C,M,ε, Iγ , f ) (A.2)

Considering Taylor series expansion of Eq. (A.2) and ignoring higher order terms, assuming that 
the uncertainty is small, the uncertainty in cross section can be propagated as

(�σs)
2 =

∑
s

(
∂σs

∂xs

�xs

)2

+
∑

r

(
∂σs

∂xr

�xr

)2

+ 2
∑
sr

(
∂σs

∂xs

�xs

)
cor(xs, xr )

(
∂σs

∂xr

�xr

)
, 1 ≤ s, r ≤ 5 (A.3)

Among all the physical quantities used in cross section calculation except for the efficiencies, 
the observations between any two other pair of attributes (e.g. (Cs, Cr), (Cs, Iγ s) and so on) are 
independent of each other hence no correlation exist between them. However, a partial correlation 
exists only between the efficiencies attribute of sample and monitor εs and εr because of the same 
detector model which was used in the efficiency interpolation to obtain the efficiency of both the 
sample and monitor. Therefore Eq. (A.3) reduces to

(�σs)
2 =

∑
s

(
∂σs

∂xs

�xs

)2

+
∑

r

(
∂σs

∂xr

�xr

)2

+ 2

(
∂σs

∂εs

�εs

)
cor(εs, εr )

(
∂σs

∂εr

�εr

)
, 1 ≤ s, r ≤ 5 (A.4)

The partial uncertainty in the cross section measurement due to the kth attribute is given as

∂σs

∂xk

�xk = �xk

xk

σs (A.5)

which is obtain by considering the rest of the other attributes as constant. Hence Eq. (A.4) can 
be rewritten as

(�σs)
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�Cs

Cs

σs

)2
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(

�Ms

Ms

σs

)2
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�fr
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(
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)
(A.6)
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