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ABSTRACT

The main aim of the REAL-84 exercise, organized by the International
Atomic Energy Agency in Vienna, was to improve the assessment of accura-
cies in radiation damage predictions by various laboratories using gocd
quality input data and proper calculation methods. The emphasis was con-
centrated on radiation damage characterization to reactor pressure ves-
sels and related neutron technology.

The long term aim of this exercise was to strive towards the establish-
ment of standardized metrology procedures and recoamended nuclear data
for use in spectrum adjustment and damage parameter calculations. In
this calculation exercise dealing with seven different neutron spectra
the best available input data were used. Also some utility programs were
included to facilitate the preparation of input data for the adjustment
codes.

This final report presents a discussion on the 44 sets of adjustment
results received from 12 laboratories. The comparison of the results of
the various spectra showed in most cases a relatively large and unexpec-
ted interlaboratory spread. Attention is given to this phenomenon. Also
the quality of the input data set and a characterization of covariance

matrices is summarized.
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0. EXECUTIVE SUMMARY

How well can laboratories predict displacemsent rates with a neutron
spectrum adjustment procedure, based on the generalized least-squares
methods?

This question is answered by the international interlaboratory exer-
cise REAL-84.

Aim and execution

The aim of the international interlaboratory exercise REAL-84, orga-
nized and analyzed under the auspices of the IAEA, was to determine
the state-of-the-art in 1984-1985 of the capabilities of laboratories
to adjust neutron spectrum information, based on a set of experi-
mental reaction rates, and to subsequently predict the number of
displacements in irradiated steel specimens, as well as the uncer-
tainty of this prediction.

In contrast to the previous REAL-80 exercise it was the intention
that the participants of the REAL-84 should apply consistently the
generalized least-squares method for their adjustment calculations.
The exercise REAL-84 was recommended during an IAEA consultants'
meeting in Hamburg (26 September 1984).

REAL-84 was organized by the IAEA and a joint team of evaluators was
asked to make the necessary preparations for the IAEA and to continue
as a team for the analysis of the results. The joint team consisted of
staff members of the Budapest Technical University and of ECN Petten.

Input data

The exercise comprised calculation of displacement and gas production
rates (as examples of damage parameters) for seven neutron spectra,
i.e.

-~ 3 data sets for the thermal reactors;

- 2 data sets for fusion spectra;

- 1 data set for the 235U fission neutron spectrum;

- 1 data set for a fast reactor spectrum,
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The input data for a spectrum set comprised:
- measured reaction rates;
- calculated input spectra;

both accompanied by their covariance information.

Cross-section libraries with uncertainty information were made avail-
able together with a nusber of utility programs to facilitate the
data treatsent.

The cross-section library contained also displacemert and gas produc-
tion cross-section data for the materials of interest. The uncertain-
ty information for this type of reactions was based on rough esti-
mates for this exercise, because evaluated covariance matrices were
not available.

The input neutron spectra which were applied, are considered to be of
good quality, but the spectrum information in the low energy range is
in most cases highly uncertain. This large uncertainty is sometimes
due to a too broad group structure, and sometimes due to lacking
spectrum data (e.g. below 1 eV). Too broad energy groups in the input
spectra have also been detected in other regions of the neutron
spectra.

The input spectrum covariance matrices were completely defined for
the spectra of interest. All these matrices were found to be singu-
lar within computer accuracy.

During the preparation of the input data for this exercise, a number
of reactions -for which measured reaction rates were available- could
not be incorporated because the cross-section values and/or their
uncertainties were not readily available.

The number of input reaction rates for the thermal reactor neutron
spectrea is relatively small, while also specific thermal reactions
are lacking. The reaction rate covariances for the various spectra
have been evaluated with different methods. In a number of cases
relatively large standard deviations are present for measured

reaction rates.



Task for participant

The participating laboratories were asked:

- to adjust the input data for the seven spectra of interest;

- to calculate for the adjusted spectrum a number of integral spec-
trum and damage parameters such as:
d(E>.1 MeV), ¢(E>1.MeV), ’tot' den' Rﬂe' HH. etc.;

- to return these data together with a completed questionnaire.

Results of the exercise

From 12 different laboratories 44 solution sets have been received.
Data on the solutions are listed in table 4. This table lists also
the adjustment codes which have been applied in the exercise as well
as the names of the scientists which have participated.

The analysis of the results gave the following general observations:

- The input of the exercise did not supply recommended weighting
spectra in a fine group structure. For this reason the participants
had to find an appropriate procedure. From the questionnaire it
followed that a variety of different procedures was applied. The
different procedures will lead to differences in the final results.

- In a number of cases inconsistencies were detected in the input
data set during the adjustment. The participants had to remove the
inconsistency, and also in this case a variety of procedures could
be applied. This leads of course to the same effect as mentioned
above.

- The Iz-values of the various solutions calculated with comparable
adjustment codes show a relatively large spread. This indicates
that the input data sets were not identical. This may be due to the
points mentioned above.

- Not all participants supplied the normalization values, but in most
cases the reaction rates for input and output spectrum were made
available, Using these reaction rates together with the input reac-
tion rates a so called "evaluators normalization constant” was
calculated which was defined as the mean of the ratios of the two
reaction rates.
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The evaluators normalization constant showed also a large spread
especially for the input of the adjustment procedure. This will
influence the adjustment results.

- The solution spectra show in a number of cases clearly discrepant
shapes (fig. 6).

- A comparison of calculated reaction rates for the various solutions
shows that there are differences between practically all solutions.

- A comparison of the output covariance matrices of the neutron
spectra shows that clear differences are present in the various
results. For this cosparison the eigenvalues, ranks and condition
numbers have been calculated (table 2).

Damage predictions

A comparison of the results of the damage parameters shows that the
participants' values have some spread (table 15). In principle, one
would expect for the given data set only one unique answer.

A comparison of the uncertainties of the damage parameters which were
calculated for the various solutions show also a relatively large
spread.

Conclusions

Input data sets

General

The situation with respect to consistency and quality of the input
data of this exercise turned out to be disappointing.

The reaction rates of a few spectrum sets were obtained in irradia-
tirns where special detector covers were applied for one or more
reactions. The presence of these covers was not or too late communi-
cated to the participants.
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Spectrum and group structure

For all spectra a finer group structure, especially in the low energy
region, but incidentally also in other spectrus regions would have
been required to achieve more adequate input spectra.

Spectrum covariances

The uncertainty of the input spectrum was very small for two input
data sets. As a result, no realistic spectrum adjustment could be
expected in these cases (the well-known fusion spectrum and the
spectrum of the CFRMF).

Correlation satrices based on physics calculations were available for
five spectra. For the two other spectra artificizlly created correla-
tion matrices were supplied. In these cases the lack of realistic
data will have influence on the results.

All input spectrum covariance satrices were found to be singular
within computer accuracy.

Reaction rates and their uncertainties

For some input sets the number of experimentally determined reaction
rates was too small for the achievement of optimal results. For a
number of sets the uncertainty information was only available in the
form of variances. A few sets contained very large uncertainties for
particular reactions.

Cross-section data

In a number of cases clearly inadequate values for cross-sections
and/or their uncertainties were found in the cross-section libraries
derived from ENDF/B-V or IRDF-85. Also particular reaction rates
could not be applied in the exercise due to the absence of cross-sec-
tion and/or uncertainty data.
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Output of the exercise

In a number of cases the solutions were given in a group structure
different from the orne in the input data.

Often a large interlaboratory spread in the calculated input and out-
put reaction rates is observed. This fact indicates the presence of
inconsistencies in the input data set and/or reflects the effect of
different data treatment and calculation procedures.

Calculation procedures

Most of the calculations were performsed by spectrum adjustment codes
based on the generalized least-squares procedure. Various procedures
for the norsalization on the input reaction rates were used by the
participants. This led to deviations in the solutioms.

Integral (damage) parameters

The absolute values for integral parameters which have been calcula-
ted by the various participants, show some spread.

This interlaboratory standard deviation is listed for some parameters
in table 15a. Table 15b shows the average of the calctlated uncer-
tainty values by the participants. A comparison of the data of table
15a and 15b shows that the interlaboratory spread is not low in
respect to the predicted uncertainties.

This means that the total uncertainty for the parameter of interest
will be larger than the one predicted by the participants.

It will be clear that the interlaboratory spread can only be reduced
by improving the input data and the adjustment process (comprising
the extension of the number of activation and/or fission reactions
and the i{mprovement of the covariance data in the input data set).
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1. INTL.ODUCTION

The REAL-84 exercise was a follow-up of the REAL-80 exercise [1] and
has been organized by the Nuclear Data Section of the International
Atomic Energy Agency. The aim of the exercise was to improve the
agsessment of accuracies in the prediction of radiation damage para-
meters by various laboratories using good quality input data and
proper calculation methods. The emphasis was concentrated on radia-
tion damage parameters for reactor pressure vessels and related nu-
clear technology. Therefore, the upper limit of the neutron energy
range of interest was 20 MeV.

The long term aim of the exercise was to strive towards the esta-
blishment of standardized metrology procedures and recommended nu-
clear data for use in spectrum adjustment and damage parameter calcu-
lations. The short term aim was the improvement of information on the
adjustment technique and its nuclear data needs.

The joint effort of the participants of the exercise has contributed
in solving some basic mathematical and physical problems in the neu-

tron spectrum adjustment procedure for radiation damage purposes.

The scope of the exercise and the input data sets have been described
in detail in the information sheets [2] and [3] which were distribu-
ted to candidate participants. A series of progress reports (with
restricted distribution) with ordered output data of the various
contributions were prepared during the course of the exercise and

distributed among the participants.

An IAEA consultants' meeting on the assessment of the results of the
REAL-84 exercise was held in September 1986 in Budapest to consider
among others the progress, the presentation of results and further-
more, physical and mathematical problems encountered [4]. These as-
pects were also reviewed by the IAEA specialists' meeting held in
Jackson, Wyoming, USA, May 1987.

The exercise comprised calculations of damage parameters for seven
spectra, i.e.:

= 3 data sets for thermal reactors;

= 2 data sets for fusion spectra;

~ 1 data set for the #??*U fission neutron spectrum;
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- 1 data set for a fast reactor spectrum.

It was expected that the input data sets were composed in such a way
that a unique solution could be calculated by the participants with a
generalized least-squares adjuscment code. The evaluation of the
results of the REAL-84 exercise was done by a joint team from the
Institute of Nuclear Technics of the Technical University Budapest
and from the Netherlands Energy Research Foundation ECN.
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2. INPUT DATA

2.1. Aspects of the exercise

The participants were asked:

- to use adjustment codes wnich explicitly can treat covariance
matrices;

- to perform well defined neutron spectrum adjustments;

- to evaluate displacement rates and gas production rates for steel
samples, when irradiated in these spectra;

- to provide uncertainty and correlation data for parameters of in-
terest;

- to specify the data treatment procedures followed.

Since it - .8 required to use the input covariance information the
number r . participants was limited. In the preparation of the input
sets for the REAL-84 exercise it was tried to obtain data of good
quality for the various spectra.

Emphasis was laid on the use of realistic input data. Therefore,
several discussions with a few experts in this field took place and
their special contributions were added to the available literature
data in the specification of the input data sets.

Due to the tight time schedule the enquiries and tests for the input
sets had to be finished rather early, with the consequence that a few
shortcomings remained in the input data. On the other hand, there
were several objective difficulties - for example lack of data and
procedures which are based on sound physics or experiments =~ leading
to consequences to be taken into account during the evaluation of

the results.

2.2. Spectra investigated

Seven different neutron spectra were used in the input data set of

the exercise, Plots of the spectra are shown in fig, la ... 1n. The

input data sets concerned:

1, ANO: Pressure vessel cavity of the Arkansas Power and Light Reac-
tor (Arkansas Nuclear One-1).

2. PS1: Oak Ridge Research Reactor Poolgide Facility in the metallur-
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gical irradiation experiment (position simulated surveil lance
capsule).

3. PS2: Oak Ridge Research Reactor Poolside Facility in the metallur-
gical irradiation experiment (1/4 T position in the simulated
pressure vessel capsule).

4. RIN: Fusion simulation spectrum measured at the RTNS-II, a 14 MeV
neutron source at Lawrence Livermore Laboratory. (The spectrum is
a pretty fair simulation of a first wall spectrum of a fusion
reactor).

5. TAN: Accelerator spectrum Be(d,n) with deuteron energies of 16
MeV.

6. U35: Fission spectrum of *?*U.

7. CFR: Neutron spectrum in the centre of the Coupled Fast Reactivity
Measurement Facility (CFRMF).

2.3. Input data sets

The input data sets were distributed to candidate participants on a
magnetic tape by the IAEA. The input data comprised for each set:

- measured reaction rates;

- calculated input spectra;

both data files were accompanied by their covariance information.

Cross-section libraries with uncertainty information and a number of
utility programs were also included on the tape. The cross-section
libraries contained the cross-section data for all (activation and
fission) reactions present in the exercise, and furthermore cross-
section data for the calculation of damage parameters .uch as the
numnber of displacements and gas production.

Covariance information was available in the cross-section library for
all reactions of interest, except those needed for the damage charac-
terization. To fill this gap, artificial uncertainties were intro-
duced. Of course, these data have a meaning only for comparison pur-
poses in the exercise since they lack all physics background. More
information on the input data sets is given in table 1.
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3. QUALITY OF THE INPUT DATA

3.1. Input neutron spectra

The input neutron spectra which are applied in the exercise are
considered to be of good quality, but the spectrum information in the
low energy range is highly uncertain in most cases (see also fig. 1).
In some cases this large unccrtainty is due to a too broad group
structure in this energy range (for example PS1, PS2, TAN, RTN and
U35), and sometimes due to lacking spectrum data below about 1 eV
(for example ANO and CFR).

Similar problems (i.e. too broad energy groups in the input spectrum)
can be encountered also in other energy ranges of the spectra, for
example in the keV region of the CFR, where (n,Y) reactions have
their responses, and in the high energy range where the (n,2n) reac-
tions are sensitive. The shortcomings of the input spectrum informa-
tion lead to difficulties in the adjustment and in the calculation of
the characteristic integral spectrum- and damage parameters such as
fluence rate values and dpa rates.

3.2. Cross-section data

The reaction cross-section data for the exercise were derived from
the best available up-to-date compilations such as the second version
of the dosimetry and gas production file of the ENDF/B-V [13] and the
IRDF-85 [14]. Nevertheless during the preparation of the input data
sets a number of reactions - for which measured activities were
available - could not be incorporated because the cross-section data
were not readily available.

This lack of reaction cross-section data together with their uncer-
tainties is in a few cases the reason of a restricted number of reac-
tions in the REAL-84 input data sets. The reactions with lacking
cross-section uncertainty information were:

*$Sc(n,2n)**Sc, **Cr(n,p)*?V, **Fe(n,a)*'Cr, **Zn(n,Y)**Zn,
*9Co(n,p)**Fe, **Y(n,2n)**Y, *'Nb(n,Y)**Nb, *?Nb(n,2n)*?Nb,
"'Ag(n.T)"’Agm, 1¢9Tn(n,2n)***Ta, '*’Au(n,2n)'?*Au and
230()(n,2n)2270,
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The majority of these reactions is of special interest for fusion
neutron metrology. For a number of these reactions evaluations are
available which are not yet incorporated in the metrology cross-sec-
tions libraries. Discrepant cross-section values were found by seve-
ral participants for a number of reactions, for example:
‘’Ti(n,p)*?’Sc, **Fe(n,Y)**Fe, **Ni(n,2n)*’Ni and *?*7I(n,2n)*2¢1.
Furthersoure, the "'In(n.i)"'In' reaction cross-section had to be
calculated from the total (n,Y) cross-section data given in the
ENDF/B-V version 2 dosimetry file.

3.3. Damage and gas production cross-sections

In the input data damage cross-section values for three different
materials (Fe, Cr and Ni) were supplied. These displacement cross-
section values were made available so that the participants could
calculate the displacement rate for the specified (REAL-84) steel
(i.e. 71% iron, 18% chromium and 11% nickel).

One can doubt whether a linear combination of the components' dis-
placement cross-sections (method presently used in practice) will
constitute the total displacement cross-section for the given type of
steel. Nevertheless new developments in this field indicate that no
large differences in damage cross-sections can be expected when cal-
culated by the linear combination of components or by a more sophis-
ticated method which directly considers the damage in the steel of
interest. More information on this subject is given in [4a] and [15].

In order to calculate the production rates of helium and hydrogen gas
in the steel of interest the ENDF/B-V gas production cross-sections
were also available (IRDF-85 library) ([13] and [14]).

3.4. Input reaction rates

The input data sets for the thermal reactor neutron spectra have in
all the three cases a small number of reaction rates (see fig. la ...
1d). Also in all cases the thermal neutron response is lacking. It
seems a poor situation that the input data sets on one side have a
small number of experimental reaction rates while on the other side
a significant effort has been made to obtain realistic covariance
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information for these data and to use advanced adjustment methods.
From this point of view an intensified effort for improvement of the

metrology information seems to be justified.

3.5. Input spectrum covariances

For the REAL-8l4 exercise the spectrum covariances were completely
defined. The covariance information for the ANQO cavity position is
available in 16 groups while the spectrum is given in 55 groups. This
covariance matrix and the spectrum were calculated and made available
by Dr. R.E. Maerker (ORNL). A plot of these data is given in fig. 3.

The uncertainty information for the PS1 and PS2 (PS1 is the surveil-
lance position, and PS2 is the 1/4 T position in the metallurgical
irradiation experiment) was identical. As these input data sets re-
present different irradiation locations also different covariance
matrices can be expected. The large uncertainties in the low energy
groups (standard deviation larger than 100%) show that improvement of
the data is required. The pool side facility data were supplied by
Dr. F.W. Stallmann (ORNL). The covariance matrix was based on calcu-
lations by Dr. R.E. Maerker. An extrapolation of this matrix to the
low energy region was made by Dr. F.W. Stallmann.

The covariance matrices for the fusion type spectra were based on
calculated variances and in lack of calculated data, on artificial
correlation matrices with a Gaussian shape. '

For the reference spectra (U35 and CFR) the uncertainty information
comprised such small values that no real improvement of the neutron
spectra could be expected. Fig. 4 shows the input spectrum covariance
matrix for the U35 set.

The input spectrum (and cross-section) covariance matrices in the
group structure of interest do not fulfil the requirements of cova-
riance matrices in the sense of mathematical statistics (see appen-
dix). The matrices are not "positive definite” ones. Calculations
have shown that all of them were singular within computer accuracy
(see table 2j. This indicates physically that the relations between
the different variables (group fluence rates or group cross-section
values) are not described adequately in the group structure which was
applied.
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The quality and the condition of the input spectrum covariances for a
series of different neutron spectra need to be investigated both from
a physics and mathematics point of view. Especially because this
spectral uncertainty seems to be crucial information for generalized
least-squares adjustments.

3.6. Cross-section covariances

Cross-section covariance information was available for all metrology
reactions in the IRDF-85 [14] and ENDF/B-V [13] dosimetry libraries.
For several reactions the uncertainties calculated from the library
were so large that they resulted in a negligible statistical weight

for the reaction of interest in the adjustment procedure.

Also the too coarse original group structure of the uncertainty in-
formation with large jumps in the uncertainty values seems to be un-
realistic (for example '*’Au(n,Y) in fig. 5). In the group structures
of interest in the exercise all the cross-section covariance matrices

were found to be singular within computer accuracy.

From the data in table 3 and fig. 2 it can be concluded that the
reaction rate uncertainties calculated for the various spectra are
sometimes relatively large with respect to other reaction rates in
the same set. This is caused by their large cross-section uncertain-
ties. In general, reactions with relatively large uncertainties will
not contribute much information in the adjustment when also reactions

with small uncertainty data are applied.

Another phenomenon which indicates that the large uncertainty values
in the cross-sections are a disadvantage, can be illustrated by the
reaction ‘’Ti(n,p). It is well known that the cross-section data for
this reaction are incorrect. Simultaneously these erroneous data are
accompanied by large uncertainty values. As a result, the contribution
of this reaction to the X!-value in a least-squares adjustment is
relatively small, and it does not show the presence of an incorrect
cross-section value. However, practically all participants detected
it
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In a few cases cross-correlations between different reaction cross-
section sets occur. These data were not used by the participants.
The influence of neglecting these cross-correlations on the results
cannot be estimated but it is supposed to be small.

Experimental uncertainty data for the damage producing reactions is
not available at this moment. Uncertainty values have been arbitra-
rily chosen for the displacement and gas production cross-sections,
so they have only meaning for comparison purposes. The uncertainty
values chosen are 10% for iron, 12% for nickel and 18% for chromium
for each group.

It was assumed that the correlation between the various groups could
be described by means of a special Gaussian function (for details see

[3)).

3.7. Reaction rate covariances

The reaction rate covariance matrices available in the exercise ori-
ginate from different evaluation methods. Agreement should be reached
on the best method to calculate these data. 1ln a number of cases the
standard deviations of the measured reaction rates are relatively
large: for example for all reactions of ANO, for the fission reactions
in PS1, 3 reactions in TAN, RIN and U35. The reason of the 500% stan-
dard deviation for the reaction U238F in the PS1 is not clear.

3.8. Detector covers

In a number of cases, special detector covers were applied during the
irradiations (Boron in ANO, cadmium in RTN and gadolinium in PS1).
Unfortunately, not enough attention could be paid to this subject in
the preparation of the input data for the exercise. A letter with
additional data did nnt reach all participants in time.

Nevertheless, the correction for the influence of a detector cover on
the detector response is not a straight forward procedure at this
moment, especially if also the uncertainty of the corrections has to
be taken into account,
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3.9. Role of the grovn structure in input data

The calculated neutron spectra were available in various group struc-
tures (from 24 to 60 groups). In most cases the given group struc-
tures were used directly in the adjustment calculations. In one case
(ANO) the spectrum covariance aatrix was given in 16 groups while

the spectrum was available in 55 groups. Here a conversion was requi-
red. In a few cases the spectrum was reduced to 16 groups but in most

cases the covariance matrix was extended to 55 groups.

It has been remarked already in section 3.1 that the group structure
was not completely satisfactory in certain spectral regions. Difficul-
ties were met in the definition of a detailed smooth weighting spect-
rus which is needed in the deriviation of group cross-section values
and their uncertainties.

At this moment no recommended working method is available and this led
to a variety of procedures, which evidently had an effect on the re-
sults. In a few cases extra information, not present in the exercise,
was used while also several mathematical procedures were appliied. In
the future more attention should be given to the weighting spectrum
definition.

Also computer programs for the conversion of covariance matrices from

one group structure to another should be made available through the

channels of the Nuclear Data Centres.

3.10. Utility programs supplied in the exercise

Several utility programs were included in the exercise for the con-
venience of the participants. A number of them was intended for data
handling from the REAL-84 magnetic tape. Other ones were intended to
convert fine group cross-section data to a selected coarse group
structure (FITOCO [16] and GROUPIE [17]), to linearize data from an
evaluated nuclear data file in the ENDF/B-V format (LINEAR [18]), or
to read the uncertainty information from a cross-section library with
the ENDF/B-V format and convert these data to a matrix with a selected
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group structure UNC33 [19]. To ensure the availability of the program
UNC33 in the exercise, it was converted from FORTRAN-77 to ANSI STAN-
DARD FORTRAN.

During the exercise it became clear - also by indications from the
participants - that in some parts of the software errors occurred.
Also in this case the information on the corrections did not reach all
participants in time. Nevertheless, the influence of the software
errors on the results of the exercise was not significant; this was
shown by comparison of the results, calculated by one laboratory under
identical conditions for the uncorrected and corrected software.



- 24 -
4. RESULTS

The analysis of the results comprised 44 solutions obtained from 12
participating laboratories. Table 4 gives a survey of the participa-
ting laboratories, their adjustment codes and the supplied solutions.
A detailed discussion of the results with a sumsary for each spectrum
was prepared in the form of progress reports with restricted distri-
bution, distributed among the participants.

4.1. Adjustment codes and utility programs

The participants applied various adjustment codes and procedures to
calculate the neutron spectrum and characteristic integral (damage)
data, together with their uncertainties. Adjustment codes NEUPAC-JLOG
[20], LEPRICON [11], LSL-M2 [21], different versions of STAY'SL [22],
and SAND-II [23] (SANDBP [24] and SANDMX [25]) were used (see table
4y,

In most cases no detailed information on the differences between the
STAY'SL versions is available. The cross-sections and their uncer-
tainty information were converted by the participants from the
ENDF/B-V format to the group structure of interest with aid of the
programs NJOY [26], PUFF-2 [27] or UNC33 [19]. One participant used
systematically the standard deviations of the ENDF/B-V file in combi-
nation with Gaussian shaped correlation contributions, instead of the
library correlation matrices.

For the conversion of covariance matrices no special programs were

mentioned by the participants.

4.2. The weighting spectra

For the calculation of the group cross-sections and the covariance
matrices of these values, a weighting spectrum in a fine group struc-
ture or in a continuous form was needed. The input of the exercise
did not give this spectrum or a recommended procedure to obtain this
spectrum. For this reason the participants had the freedom to find an
appropriate procedure for this purpose. A variety of procedures was
applied, for instance:
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more detailed evaluations of the spectra from other sources were
applied (more detailed calculations or theoretical functions);
simple functions different from the actual spectra (thermal Maxwel-
lian, 1/E and Watt fission spectrum):

interpolation and extrapolation of input spectrum data;

application of the coarse spectrum in a fine group structure.

In the interpolation and extrapolation procedure various methods were
applied, for example log-log interpolation, special spline methods,
etc. The difference due to the weighting spectra can be observed in
the reaction rates calculated for the input spectra by the various
participants (see table 5).

4.3. The treatment of inconsistencies

During the adjustment procedure the participants detected various
inconsistencies in the input data sets. These inconsistencies were
detected by an unacceptable value of the X?-parameter or by too large
differences of measured and calculated reaction rates. No methods to
remove the inconsistencies were recommended and for that reason the

participants had much freedom to modify their input sets.

A variety of actions to obtain consistency in the input data set

was taken:

- one or more reaction rates were deleted from the input;

- the standard deviation of one or more reaction rates were changed;

- the input spectrum was changed in one or more groups, extrapolated,
etc.;

- the variances of a part of the input covariance matrix were

changed.

The different procedures which were applied for the correction of the
inconsistencies led actually to the definition of a series of input
data sets which were different and thus resulted in different output
data.

4.4, The x?-values for the various solutions

The X?~-value calculated for the input data can be applied for the
judgement of the consistency, while also the X?component for each
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separate reaction can be helpful in the investigation of the quality
of the input data set. The definition of this parameter is given by
F.G. Perey [22].

For the sake of comparison the X?-value per degree of freedoa was
calculated from the participants data. The maximum and the minimum
values for the various spectra are given in table 6. In this table
only STAY'SL version solutions were considered. One would expect the
same X?-value for all solutions of a given input data set. But the
table shows that a large range of X?-values was obtained. Of course,
it should be taken into account that in several cases the partici-
pants performed modifications in the input data to achieve improved

consistency.

In general it can be concluded that the solutions which were received
did not indicate inconsistencies in the supplied input data sets, but
the large spread in the results shows that there are differences both
in the input data and in the calculation methods.

4.5. The normalization of input and output spectrum

Not all participants supplied the normalization values in their solu-
tions, but in most cases the reaction rates for input and output
spectrum were made available. Furthermore, they used various defini-
tions for the normalization. For this reason the evaluators calcula-
ted a normalization constant for the various solutions. This constant

was calculated according to the relation:

P
A
Fxif<
i Ai
where:

F = evaluators' normalization constant:
n = number of reaction rates;
AP = participants' reaction rate;

A" = peasured input reaction rate.

This normalization constant has been calculated for the participants’'
inpu: and output reaction rate sets. Table 7 shows the average value
and the spread in F for the various input data sets.
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The results show that especially the input normalization yields a
large spread which will influence the adjustment results. A conse-
quent application of the normalization procedure as described else-
where [28], preceded by a rough scaling, would certainly reduce the
spread.

4.6. The solution spectra

The modifications of the input data set because of inconsistencies
and differences in calculation procedures, which were described, led
to clear discrepant output spectra of the various adjustments. In
fig. 6 plots are given which show a comparison of various solution
gpectra. It should be remarked that not for all solutions the output
spectra were available.

§.7. The calculated reaction rates

The calculated reaction rates accompanying the solutions have also

been compared. Two methods have been applied for this comparison:

- Ratios of nz{A: (indicated in the table as C/E) have been calcula-
ted. An example is give: in table 8. The ﬁf values were calculated
for the output spectrum;

- Normalized ratios of measured and calculated reaction rates have
been calculated with the relation:

P
Q -(l-l'ﬁ)xlﬂﬂ
i F AR

i

Examples of these normalized reaction rate ratios (Q) are given in

table 9 for the input and in table 10 for the output spectrum. The

calculation results show that differences exist between practically
all solutions for the input as well as for the output reaction rates.

In the case these ratios (Q) are divided by their standard deviations

no significant values can be detected for the majority of the solu-

tions. On the other hand, for all solutions it can be observed that
some reactions have relatively high differences and calculated reac-
tion rates with respect to the other reactions. For example the reac-
tion *’Ti(n,p).
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4.8. The calculated reaction rate uncertainties

Reaction rate uncertainties were also present in the solutions. Plots
of these data (fig. 2) show the contribution of different terms (i.e.
measured reaction rate, cross-section and spectrum) to the uncertain-
ties of the reaction rates. In the plots also the uncertainty contri-
bution of the output spectrum can be seen. For purpose of demonstra-
tion a STAY'SL type output was used.

In the adjustment codes the reaction rates have been calculated by
means of group fluence and group cross-section values. The uncertain-
ty in the reaction rates is derived from the contribution of the
group cross-sections and the group fluences using the law for the
propagation of uncertainties. In the derivation of the uncertainties
with this law a function is obtained which contains also non-linear
terms. In general, these higher order terms are neglected. In this
case a more exact uncertainty value for the reaction rate can be
derived by adding a restricted number of cross-product terms

(snon-linear
Details on the derivation of this method are given in [1]. In table

) to the usual relation without higher order terms.

11 a summary is given for the contribution of the non-linear terms to
the total uncertainty of the calculated reaction rate. This "relative
contribution" is expressed as follows:

3

x 100 / (s; + s; + )

2
s s
non-linear non-linear

where:
snon-linear = contribution of non-linear terms;
Sy = contribution of uncertainty of the spectrum;

Sy = contribution of uncertainty of the cross-section.

Also the influence of these terms on the variance is shown. The ratio
of the variances calculated with the contribution of non-linear terms
is given in table 11,

4.9, The covariance information for the solution spectra

Covariance matrices for the solution neutron spectra were analysed.
The eigenvalues were calculated and some characteristic data (effec-

tive rank, condition number) were derived. For demonstration purposes
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characteristics for the correlation matrices are shown in tables

2a ... 2g. In line 9 of the tables the decimal logarithm of the
condition nuwsber (i.e. ratio of the highest and smallest absolute
value of eigenvalues) is given. The more the condition number devia-
tes from unity (i.e. its logarithm from zero) the more ill-condi-
tioned is the correlation matrix.

Covariance data supplied in SET 3 were not analysed since band matri-
ces for the cross-sections were used in this case and the group
structure of the output data deviates also from the common group
structure of the other solutions. For this reason the covariance data

are not easily comparable.

The effective rank both for the input and the output covariance
matrices lies between one half and one quarter of the number of
groups of the spectra (see tables 2a ... 2g). It means that only this
proportion of the matrix yields non-redundant uncertainty informa-
tion. Owing to the singular character of the covariance matrices,

no inversion of these matrices is possible. Fortunately, the formulae
for the calculations of the adjusted parameters and their variances
with the linearized least-squares model require only the inversion of
the matrix [V(A®) + V(A")].

Fortunately in practical cases this matrix turns out to be non-singu-
lar. Due to the ill-conditioning of this covariance matrix, the out-
put of the adjustment procedure may yield negative "variances". One
participant observed this phenomenon in case of the #?%U fission
spectrum, which actually is a reference spectrum. The situation be-
comes remarkable when the reference spectrum is characterized by a
singular matrix. Consequently, further developments in this field
also for the ENDF/B-V library are needed. More detailed information
on this subject is presented by Dr. M. Matzke in [29].

Numerical difficulties (rounding problems) in the calculation proce-
dures with these matrices were encountered in most cases as both the
input and output covariance values were reported rounded to 2 or 3
digits. In case of the spectrum CFR a clear mistake in the output

covariance matrix was detected: for one of the correlation coeffi-
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cients a value of 1.015 was obtained in all the solutions, which can-
not be interpreted as rounding error. The reason for this mistake may
be due probably to the large number of negative eigenvalues present
in the matrix, or may be produced by the linearized estimate of the
STAY'SL code [22] in case of ill-conditioned input covariance matri-

ces.

In general, the rank of the output covariance matrices is higher than
the one for the input. In case of STAY'SL type codes theory shows
that the rank of the output fluence rate covariance matrix has to be
lower than or equal to the rank of the input matrix [4a]. Any in-
crease of the rank by the adjustment procedure - as observed for the
solutions - corresponds to the addition of non-relevant information
to the spectrum by the computing procedure.

The input spectrum covariance matrix for ANO was found to be singular
(within computer accuracy) already in the 16 groups representation.
As most of the calculations were performed in 55 groups, the given
covariance information had to be converted ("blown up") to this finer
group structure thus developing a matrix being also theoretically
singular. On the other hand, also the calculations in 16 groups are

not satisfactory due to the poor spectrum representation.
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5. SUMMARY OF DAMAGE PREDICTIONS

5.1. Integral (damage) parameters

The aim of the exercise was to obtain an impression of the interlabo-
ratory differences in the estimates for the integral (damage) parame-
ters and their uncertainties used in the lifetime assessment of reac-
tor pressure vessels in order to arrive at better and reproducible
methods. Ideally, one would like to obtain for the given data set

only one unique answer, i.e. one unique final parameter value with
one final value for its standard deviation. Nevertheless, the compa-
rison of the results shows that the participants' values have some
spread. Differences in the outcomes might be due to differences in
mathematical-statistical procedures (rounding uncertainties, word
length, matrix inversion procedures, optimalization procedures, etc.)
or in modifications based on the physics (group structure, spectrum
extrapolations, deletion of reaction rates, modification of covariance
matrices, introduction of other cross-section sets, etc.). When consi-
dering the participants’ responses one should keep in mind that these
results do not constitute independent data, since they are all based
on the same input set of observations.

The results of the REAL-84 calculational procedure yield a set of
parameters together with their uncertainties that describe the char-
acteristics of the irradiation of the materials of interest (steel).
The parameters currently used for this purpose are neutron spectrum
characteristics and typical parameters which are considered to have
a more direct relation to the damage processes.

These parameters comprise the displacement rate and the production
rate of helium and hydrogen atoms. Of course, for the actual irradia-
tion experiments an integration of the parameters of interest over
the time is required. It is repeated here that the calculated uncer-
tainties in the damage parameters are based partly on artificial
uncertainty data.

In order to facilitate the comparison, the results of these parameters
together with their standard deviations are presented in plots for
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the various input data sets (fig. 7a ...7g). In the plots the results
obtained for the parameter of interest is ordered in increasing value.
The left y-axis shows the actual value of the parameter. The right
y-axis contains a percentage scale for an easy comparison. The values
along this scale are intended to show the magnitude of the differences
of the data but do not have an absolute sense with respect to a refe-
rence value.

The horizontal lines in the plots indicate the interlaboratory aver-
age and standard deviations. In the calculation of these values all
participants' values were considered to have the same statistical
weight. From the plots it can be seen that not all participants

gave all parameters, and in a number of cases the uncertainty data

were lacking.

The interlaboratory standard deviations are even larger than the com-
parable values found in the preceding REAL-80 exercise [1]. A reason
might be that the consistency of the input data of the REAL-80 exer-
cise was better than that of the REAL-84 input data set. Neverthe-
less, one should not forget that in the REAL-80 exercise artificial
covariance data (band matrices, defined by analytical functions) were
used, while the REAL-84 data set is considered to contain improved

physical information, especially for the uncertainties.

5.2. Uncertainties in integral data

The benefit of the adjustment procedure is reflected in the decrease
of the uncertainties in the integral spectrum and damage parameters.

For a demonstration of this merit some uncertainty data are given in
tables 12 and 13, which have been calculated for the input spectrum
data (without adjustment) and with the output spectrum data (after
adjustment). From these tables it can be seen that .for the thermal
reactor spectra a decrease of the uncertainty by about a factor 2 is
obtained. For the fusion type spectra the decrease of the uncertainty
is between a factor 3 and 4. For the two reference spectra (U35 and
CFR) no significant decrease is found. The uncertainty of these input
spectra is so low, that the reaction rates cannot contribute extra
information due to their relatively large uncertainties. In the case
of the U35 data set numerical problems were encountered by one parti-
cipant due to properties of the input covariance matrix,
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It should be realized that the decrease of uncertainties given in the
tables does not show the uncertainty contribution due to the normali-
zation procedure perforsed during the adjustment. In the case that
the recommended normalization procedure as described in [1] is app-
lied, then an uncertainty of the normalization factor can also be
calculated (10 ... 30%).

In principle this uncertainty should be incorporated in the "before"”
spectrum covariance matrix.

In a number of cases the uncertainty values of integral parameters
determined by the different laboratories show a large spread. Differ-
ences by a factor g:2ater than 3 sometimes occur between standard
deviations reported by the different participants. For the thermal
and intermediate neutron energy region these data have a limited im-
portance due to the rough ~nergy group structure in this part of the
spectrum. The observed very large spread in the standard deviation of
integral (damage) parameters indicates that they are very sensitive
to the different data treatment and calculation procedures. Basical-
ly, they are determined by the covariance information of the cross-
section and spectrum data applied. Any deviation from the input co-
variance information specified for the exercise will be reflected by
the uncertainty values discussed here.

After adjustment, the spectrum contribution to the standard deviaton
of the integral data has significantly decreased. Therefore, the un-
certainty of the output reaction rates and damage parameters is in
most cases determined by the uncertainty contribution of the cross-
sections (activation, displacement or gas production). The cross-
section uncertainties for the activation reactions derived from the
ENDF/B-V file are high for a number of reactions. The uncertainty
values for the damage cross-sections were not based on evaluations.
Therefore artificial standard deviations (10% for Fe, 12% for Ni and

18% for Cr) were chosen for this exercise.



_3!;_

6. DETAILS FOR THE SPECTRA OF INTEREST

In the following part a discussion is given of the data as returned
for the 7 input data sets.

6.1. ANO

The input data set contained 6 experimentally determined reaction
rates, a calculated spectrum in 55 groups and fluence rate covariance
matrix in 16 groups. The reaction rate for ?*’'U was determined inside
a boron cover. The effect of this cover on the ??*U fission rate is
about 5%. Due to a misunderstanding the presence of the cover was not
communicated to the participants. The effect of this omission is
thought to be small due to the large uncertainty of the reaction rate
of interest (11.8 per cent).

The other uncertainties have also relatively large values. Some
participants expanded the covariance matrix to 55 groups or even to
100 groups.

In the fine groups within a coarse group the covariances were assumed
to be equal to the covariance of the coarse group. In the conversion
to the 100 group structure the same method was applied. In this case
the energy boundaries were not equal and therefore the fine group
boundaries next to the coarse group boundary were applied and no
interpolation of covarianc:s was performed.

The results lead to the following remarks:

- Only SET 2 contained the correction for the boron cover.

- The results of a sensitivity analysis added for SET 1 are shown in
table 14. This table shows the various variance components in the
derived dpa-values.

6.2. PS1

The input data set contained 10 experimentally determined reaction
rates, and the input spectrum and its covariance matrix in a 37 group
structure. No detector response was available for thermal neutrons.
In a late phase of the exercise it was communicated that all detec-
tors were irradiated in a gadolinium cover, The reaction rate of
t3¢J(n,f) had an uncertainty of 500% in the input. One participant
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performed his adjustment calculation with a 5% uncertainty instead
for this reaction (SET 5).

The following remark can be made:
- Two participants performed a modification of the input spectrum
before starting the adjustment.

6.3. PS2

The input data set contained 6 experimentally determined reaction
rates, the input spectrum and its covariance matrix in 37 groups.

The fact that all participants had difficulty with this set indicates
that some serious inconsistency is present. Here also modifications
of the input spectrum were made before starting the adjustment (by
three participants). At present the origin of the inconsistency has
not been identified completely, but information is available now

that the spectrum covariance matrix was not correct. Participants
tried to change the activity of the reaction rate for *'Fe(n,Y), or
the low energy part of the input spectrum; most participants suspec-
ted an irradiation in special covers, but none of these possibilities
improved the situation completely.

6.4. TAN

The input data set contained 18 experimentally determined reaction
rates and an input spectrum in 39 groups. The covariance matrix of

this spectrum was based upon an estimation procedure.

The following observations can be made:

- More spectrum information in the thermal and intermediate neutron
energy region is required.

- An incongistency was observed in the input data by one participant,
but the reason could not be traced. The reactions ‘'*Sc(n,Y),
23%U(n,f) and ??*U(n,f) showed large relative X?-contributions in
this solution.

6.5. RTN

The input data set contained 12 experimentally determined reaction

rates and an input spectrum in 60 groups. The covariance matrix of



-36_

this spectrum (in 60 groups) was based upon estimates. Also this set
showed an inconsistency. Large relative X?-contributions were {ound
for the reactions *?’Au(n,Y), *’Ti(n,p) and **Ni(n,p).

The following observations can be made:

- The thermal reactions have been irradiated in a cadmsium cover
which fact was not communicated to the participants.

- Improved input spectrum information for the thermal and
intermediate part of the neutron spectrum is required.

6.6. U35

The input data set contained 22 experimentally determined reaction
rates and an input spectrum in 24 groups together with a covariance
matrix in 24 groups. The covariance matrix has uncertainties which
are so small that not really a modification of the spectrum could be
expected. Therefore, the adjustment procedure has more the character
of a test on consistency of the numerical data and on correctness of

calculation procedures.

The following observations can be made:

- Several reactions have large cross-section uncertainties:
*?Ti(n,p), ¥**Ni(n,2n) and *?’I(n,2n).

One participant obtained "negative" variances in the calculations
(SET 6).

The group structure is inadequate for the calculation of (n,2n)

reactions.

Also at the low energy side a finer group structure is needed.

6.7. CFR

The input data set contained 23 experimentally determined reaction
rates and an input spectrum in 26 groups. Also in this case the qua-
lity of the spectrum covariance matrix was snch that an adjustment of

the spectrum could not really be expected.

The following observations can be made:

- The cross-section information of the reaction *’Ti(n,p) is not
correct.

- The “‘In(n,?)“‘lnm cross-section data are not readily available,

- Large relative X?-contributions were found for the reaction
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$%Co(n,Y). This is probably due to a too coarse input spectrum
structure at the resonance region of the *'Co(n,Y) cross-section.
- More input spectrum information is required in the resonance re-
gion.
- The group structure of the spectrum is too coarse, which resulted

also in difficulties for reactions with response above 6 MeV.
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7. CONCLUSIONS

1.1,

Input data sets

General

1.

The actual situation with respect to consistency and quality of
the input data is disappointing. Sometimes large inconsistencies
in the input data set were found (PS1, PS2, CFR), detected e.g.
by an unacceptable X?!-value or by discrepant reaction rates (see
section 4.4). The participants had different actions for the so-
lution of this problem. They changed the weight (variance) of
some reaction rates in the calculations, deleted reactions from
the adjustment, or modified the input spectrum.

In a late phase of the exercise it was communicated that in case
of the spectrum PS1 all detectors were irradiated in a gadolinium
cover. The total cross-section of the Gd was made available, but
not all participants were in the position to perform the neces-

sary corrections.

Spectrum _and group structure

L.

For all seven spectra (ANO, PS1, PS2, TAN, RTN, U35, CFR) a finer
group structure in the low energy region, and for ANO, U35, CFR
in the high energy region (above 3-6 MeV), would have been re-
quired to achieve a more adequate description of these parts of
the spectra (see section 3.9), This finer group structure is
necessary for a more accurate calculation of activation, fission
and damage rates.

Spectrum covariances (see section 3.5)

1.

The uncertainty of the i.put spectrum was very large for ANO, and
very small for U35 and CFR. As a result, no real spectrum adjust-
ment could be expected in the latter cases.

Correlation matrices based on reactor physics calculations were
available for the spectra ANO, PS1, PS2, U35, CFR. In other cases
"good estimates" or artificially created correlation matrices
were used. As the input (and output) spectrum covariance matrix
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has an important role in the uncertainty assessment of the damage
parameters, the lack of realistic data may lead to an incorrect

estimate of the corresponding standard deviations.

3. Identical input spectrum covariance matrices were given for the
spectra PS1 and PS2. As these spectra represent different irra-
diation positions, the two correlation matrices can in principle
not be identical. At the end of this REAL8Y4 exercise improved

matrices became available.

4. All input spectrum covariance matrices were found to be singular
within computer accuracy (table 2).

Reaction rates and their uncertainties

1. Sometimes the number of available experimentally determined reac-
tion rates was small and a typical thermal response was lacking
(e.g. in case of ANO) (see section 3.4).

2. For many of the spectra only variances for the measured reaction
rates were supplied. In these cases diagonal covariance matrices
had to be used in the calculations.

3. In some cases (e.g. spectrum ANO and PS1) very large uncertain-

ties for the measured reaction rates were found.

Cross-section data

1. In a number of cases clearly inadequate values for cross-sections
and cross-section uncertainties derived from the most up-to-
date version of ENDF/B-V and IRDF-85 libraries were found by
several participants.

Also a number of reaction rates could not be applied in the exer-
cise, due to absence of cross-section data (see sections 3.2 and

3.6).



7.2. Output of the exercise

General

1.

In some cases the solutions were given in a group structure (e.g.
98, 100, 215) different from the input one. Sometimes a partici-

pant supplied for the same spectrum case more solutions, obtained
by different adjustment codes and/or different energy group

structures.

A large spread in the calculated input and output reaction rates
can often be observed (PS1, PS2, CFR). This fact indicates the
presence of inconsistencies in the input data set and/or reflects
the effect of different data treatsent and calculation procedures
applied by the participants.

Calculation procedure

1.

Most of the calculations were performed by spectrum adjustment
codes based on the generalized least-squares procedure, except
the two cases, in which a SAND type code - in one case combined
with Monte-Carlo uncertainty analysis - was used. The latter
method gave practically the same results as the least-squares

ones (see section 4.1).

In many cases the participants used various procedures for the
normalization on the input reaction rates. This fact resulted in
different input spectra, which consequently led to deviating re-
sults (see section 4.5).

Integral (damage) parameters

The absolute values for integral parameters, which have been
calculated by the various participants, show some spread.

The interlaboratory standard deviations is listed for some para-
meters in table 15a. Table 15b shows the average of the calcula-
ted uncertainties by the participants. A comparison of the data
of tables 15a and b shows that the interlaboratory spread is not
low with respect to the calculated uncertainties,
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This means that the total uncertainty for the parameter of inte-
rest will be larger than the one predicted by the participants.
It is evident that the interlaboratory spread has to be reduced
by improving the input data and the adjustment process (compri-
sing the extension of the number of activation and/or fission
reactions and the improvement of the covariance data in the input
data set.

7.3. Recommendations for adjusting neutron spectra

. More attention should be given to elimination of inconsistencies

in the input data set. In this respect one should try to include
more "physics" in the information on the experiment and calcula-

tion procedures.

More effort should be spent to obtain good quality spectrum co-
variance matrices. In cases where no covariance matrix for the
input neutron spectrum is available, one should preferably use an
approximation from another similar type of reactor rather than an
artificial band matrix.

. In order to avoid systematic deviations in group cross-section

values it is necessary to have the input neutron spectrum
available in a more detailed group structure, specially for the

lower and higher energy regions.

For the characterization of input and output data of neutron

spectrum adjustment one should quote:

a) the measured (or calculated) values;

b) their variances;

c) the corresponding correlation matrices;

d) if possible, the numerical (i.e. effective) rank of the corre-
lation matrix, and the way of defining it;

e) the calculation method of input spectrum and the spectrum co-
variance matrix.

In view of further calculations, it is recommended to communicate

the correlation data in a precise form, and not rounded to only 2

or 3 digits, especially for ill-conritioaed tatrices.

. In neutron spectrum adjustments one should disiir . uf - "etween

scaling and normalization. Scaling refers to the cetermins-ion of
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a rough spectrum conversion factor needed to arrive at comparable
values of calculated and measured reaction rates. Normalization
refers to the determination of a spectrum fine tuning factor (a
factor near unity), needed to arrive at the best fit between cal-
culated and measured reaction rates. The normalization is recom-
mended to be determined with a least-squares method as indicated
in [2].

6. In principle the uncertainty of the spectrum normalization factor
should be incorporated in the input spectrum covariance matrix
(and its associated correlation matrix) before starting the final
adjustment procedure.

7. Adequate numerical procedures which take into account the rele-
vant covariances should be used to describe the uncertainty pro-

pagation in damage parameter calculations.

8. For numerical reasons it is better in computer calculations to

work with correlation matrices than with covariance matrices.

9. Basically, full-rank (positive definite) correlation matrices
would be needed for the neutron spectrum adjustment by non-linear
methods (involving matrix inversion) and for correct description
of the uncertainty propagation. Moreover, it is also known that
these matrices are not available at this moment; in the best ca-
ses positive semi-definite matrices are available in the required
group structure. One should keep in mind that these data from the
point of view of mathematical statistics are only approximations
to the correct positive definite matrices and so they give only
approximations of the expected values., For this reason further

development in this field is required.

7.4%. Recommendations to the IAEA

1. The IAEA Nuclear Data Section should prepare an updated version
of the International Reacter Dogimetry File (IRDF-88), and should
distribute this version within two years with a good documenta-
tion.

2. In order to be able to perform improved uncertainty assessment of
integral parameters, one needs more accurate information than
given in file 33 of IRDF-85 for a number of' reactions.
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The IAEA Nuclear Data Section, the existing working groups in-
volved in the compilation of the ENDF, and all evaluators
involved, are kindly requested to improve the scattering cross-
section data and the cross-section variance and covariance data,
especially for iron.

The IAEA should promote the preparation of a reference data set
for neutron spectrum adjustment procedures, based on the expe-
rience obtained in the REAL-84 exercise, and comprising a modi-
fied and improved data set, preferably with the same spectrum
cases as in REAL-84 (ACTION: REAL-88). The aim of such a refer-
ence data set is to provide a tcol for testing neutron spectrum
adjustment codes by means of an unambiguous test case. The most
important modification of the REAL88 set with respect to the
REAL8Y input data set will be the improved consistency for each
set. The reference data file should preferably comprise also im-
portant utility programs., Calculation results obtained by various
laboratories for the reference file should be compiled. Tables
with these data should be prepared for the reference set, showing
the observed spread in results (comprising interlaboratory varia-
tion and range of reported coefficients of variation) which is
observed when this well defined reference data set was treated
without changes by different laboratories, with different adjust-
ment codes and different computers.

IAEA should then distribute the resulting reference data set upon
request to all experienced or new-coming laboratories interested

ir neutron spectrum adjustment procedures.

. IAEA should promote the establishment and the distribution of a

simple reactor physics code which neutron metrologists can use to
calculate neutron self-shielding factors and cover attenuation
factors for foil covers, required in irradiation experiments
where covers and relatively thick activation detectors (foils and

wires) are used.
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Table 1. Technical details for the input information and references.

input measured covariances calculated covariances
data reaction for measured input for calcu-
rates reaction spectrum lated input
rates spectrum
ANO 6 reaction available 55 groups 16 groups
rates; no
subcadmium
responses
(5] (6] [7] (71
PS1 10 reaction | only vari- 37 groups 37 groups
rates ances calculated calculated
[8] [8] [8] (8]
PS2 6 reaction only vari- 37 groups 37 groups
rates ances calculated calculated
[8] [8] [8] [8]
RTN 12 reaction | available 60 groups good esti-
rates mates
60 groups
(9] [9] (9] [9]
TAN 18 reaction | available 39 groups good esti-
rates mates
39 groups
(9] [9] [9] [9]
U35 22 reaction | only vari- 24 groups 24 groups
rates ances
[10] [10] [11] [11]
CFR 23 reaction | only vari- 26 groups 26 groups
rates ances
[10] [10] [12] [12]
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Table 2. Characteristic data of correlation matrices.
Meaning of rows:
0) spectrum
1) number of groups
2) number of positive eigenvalues
3) number of zero eigenvalues
4) number of negative eigenvalues
5) effective rank [1] using single precision arithmetic (4 bytes)
6) effective rank [1] using double precision arithmetic (8 bytes)
7) number of eigenvalues greater than 1
8) number of eigenvalues to 98 per cent of the trace
9) logarithm of the condition number.

. cannot be interpreted
Table 2a. ANO.
0) INPUT SET1 SETS SET6 SET8 SET8A SET9 SET12
1) 16 5 55 55 55 16 16 16
2) 16 42 36 38 36 16 15 16
3) 0 1 0 9 0 0 0 0
) 0 12 19 8 19 0 1 0
5) 16 16 16 19 46 16 16 16
6) 16 16 30 19 55 16 16 16
7) 3 4 5 6 6 4 3 y
8) 9 8 13 13 13 13 7 14
9) 2T v 196 6.8 1.7 5.2 1.6

Table 2b. PS

0)
1)
2)
3)
4)
5)
6)
7)
8)
9)

1.

INPUT SET5 SET6 SET12A

37 37
37 37
0 0
0 0
37 37
37 37
4 9
14 25
3.3 2

36 37
36 37
0 0
0 0
36 37
36 37
9 5
24 20
5 b.s 2.9
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Table 2c. PS2.

0) INPUT SET5 SET6 SET9 SET12A
1) 37 37 37 37 37

2). 37 37 37 33 37

3) 0 0 0 0 0

4) 0 0 0 4 0

5 37 37 37 34 37

6) 37 37 37 37 37

7) 4 7 8 6 7

8) 14 23 24 12 23

9) 3.3 2.8 3.5 8.4 2.7

Table 2d. TAN.

0) INPUT* SET6

1) 39* 39
2y 25 20
3) o* 0
h) 14* 12
5, 39* 39
6) 39* 39
7) 5* 6
8) 6* 7
9) 5.9* 4.9

* Artificial band matrix, no physical meaning.

Table 2e. RTN.

0) INPUT* SET6 SET7
1) 60* 60 60
2) L4o* 46 4o
3) 0% 0 0
)y 20*% 14 20
5) 60% 58 58
6) 60* 60 60
7) 10* 10 10
8) 12* 13 13
9) 5.9* 5.6 5.7

* Aptificial band matrix, no physical meaning.



_51_

Table 2f. U35.

0) INPUT SETS SET6 SEI7 SET8 SET9 INPUT*
1) 24 24 24 24 24 2l 24+
2) 13 14 13 14 16 18 12%
3) 0 0 0 0 0 0 o*
§) 11 10 11 10 8 6 12*
5) 22 24 22 23 23 24 12%
6) 24 24 24 24 24 24 23*
7) 2 2 2 2 2 2 sin®
8) 2 2 2 2 2 <4 2*
9) 6.4 5.2 5.6 5.4 5.3 4,1 21.3*

* Data of the covariance matrix (for comparison only).

Table 2g. CFR.

0) INPUT SET5 SET6 SET12
1) 26 26 26 26

2) 20 21 21 21

3) 0 0 0 0

b) 6 5 5 5

5) 26 26 26 26

6) 26 26 26 26

7 6 6 6 6

8) 6 10 12 10

9) 3.7 3.4 3.6 3.4



- 52 =

Table 3. Role of cross-section uncertainties in reaction rate calcu-

lations.
spectrum
reaction
ANO |PS1 |PS2 |TAN |RTN |U35 |CFR ‘th ‘l/E .fiss
*Li(n,a) 0 0 0 0
1*B (n,a) 0 0 0 -
x’Al(nop) = - -
771 (n,a) 0 0 - - -
*8Sc(n,Y) 0 0 = 0 0 0 0 0
*¢Ti(n,p) | == | =~ | == | == | == | == | -- -
*7Ti(n,p) - | -1 -1-- -- --
**Ti(n,p) it Bl i e n
S*Fe(n,p) | O 0 0 0 - 0 0 - 0
$*Mn(n,2n) - -
S¢Fe(n,p) 0 0 0
s'Fe(n,Y) ce | e 1 - -
**Ni(n,p) | - - & % == [ - - -
5¥Ni(n,2n) o= | == | == --
$9Co(n,Y) 0 0 - 0 0 0 0 0
$%Co(n,a) 0 0 0
$2Co(n,2n) - - -
¢*Ni(n,p) - - -
$3Cu(n,Y) - | - 0 0 -
¢3Cu(n,a) | - - - -
11%In(n,Y) 0 0 - o2
118In(n,n') = i | Sa — .
1271 (n,2n) -- -
197 Au(n,Y) -- 10 - 0 0 0 -
232Th(n,Y) as | = e i
232Th(n, f) a = - %
35y (n,f) 0 0 0 0 0 0
237Np(n,f) - - N & - . -
218y (n,Y) - 0 0 0 0
210y (n,f) 0 0 0 0 0 - - 0
239py(n,f) 0 0 0 - 0

0 : uncertainty in calculated reaction rate: 0- 5%
- : uncertainty in calculated reaction rate: 5-10%
--: uncertainty in calculated reaction rate: > 10%
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Table 6. X?-values for STAY-SL type solutions.

5 ber of
number o
Spectrum - solutions
minimum maximum
ANO 1.59x10-? 3.75x10-! 6
PS1 1.00 1.63 3
PS2 4, 40x10-? 17.4 4
TAN 4.77x10-? 5.62x10-? 2
RTN 4,72%x10-? 3.39x10-! 5
U35 5.61x10-* 1.29 5
CFR 1.59 7.07 4

Table 7. Average evaluators' normalization and spread of input and
output spectra (calculated from the reaction rates).

input output number of

Spectrum average |s.d. (in %) |average |s.d. (in %)| solutions
ANO 0.944 6.7 0.988 0.9 12
PS1 1.016 10.5 1.016 7.2 5
PS2 1.347 68.1 0.992 5.0 f
TAN 1.018 4.3 0.989 1.1 4
RIN | g:ggz 213:2 0.952 | 2.7 g
U35 1.012 1.4 0.999 2.3 6
CFR 1.018 T 0.982 3.0 4
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Table 11. Contribution of non-linear terms.

relative contribution | influence in weight
spectrum | reaction (in per cent)

’in | .out input | output

ANO CU63A 5.1 4.8 1.003 1.002
ANO TI46P 11.0 6.4 1.012 1.004
ANO NI58P 5.6 : 2.9 1.003 1.001
ANO FESUP 3.3 L 3.3 1.001 1.001
ANO U238F 2.5 2.9 1.001 1.001
ANO NP237F 8.5 | 6.6 1.007 1.004
PS1 U235F 2.2 2.4 1.000 1.001
PS1 C059G 0.8 0.8 1.000 1.000
PS1 SCUs5G 1.1 1.2 1.000 1.000
PS1 FE58G 15.5 4.9 1.025 1.002
PS1 U238F 2.3 2.5 1.001 1.001
PS1 NP237F 9.4 4.9 1.009 1.002
PS1 NIS8P 6.0 3.6 1.004 1.001
PS1 FESUP 3.5 2.8 1.001 1.001
PS1 T146P 10.1 2.7 1.010 1.001
PS1 CU63A 5.1 3.7 1.003 1.001
PS2 C059G 0.8 0.9 1.000 1.000
PS2 SclsG 1.0 2.1 1.000 1.000
PS2 FE58G 11.0 7.6 1.012 1.006
PS2 NI58P 5.8 3.9 1.003 1.002
PS2 FE54P 3.4 2.8 1.001 1.001
PS2 TIL6P 10.1 4.8 1.010 1.002
TAN AL27A 4.4 2.3 1.002 1.001
TAN AU197G 13.2 5.2 1.018 1.003
TAN NI58P 5.4 2.5 1.003 1.001
TAN NI582 8.9 4.y 1.008 1.002
TAN NI6OP 6.2 2.6 1.004 1.001
TAN TI46P 10.0 2.2 1.010 1.000
TAN TI47P 9.0 2.2 1.008 1.000
TAN TI48P 9.0 2.9 1.008 1.001
TAN SclsG 7.4 4.7 1.005 1.002
TAN FE56P 3.7 1.9 1.001 1.000
TAN €059G .9 4.2 1.005 1.002
TAN C059A 4.0 2.3 1.002 1.001
TAN FES4P 3.2 2.1 1.001 1.000
TAN 0592 7.3 3.1 1.005 1.001
TAN IN115N 9.6 3.0 1.009 1.001
TAN U235F 2.8 2.1 1.001 1.000
TAN U238F 2.0 1.9 1.000 1.000
TAN U238G 8.9 4.8 1.008 1.002
RTN SC45G 0.9 0.9 1.000 1.000
RTN C059G 0.7 0.8 1.000 1.000
RTN AU197G 3.0 2.0 1.001 1.000
RTN TI46P 8.1 3.4 1.007 1.001
RTN TI4T7P 7.9 3.3 1.006 1.001
RTN TI48P 7.8 3.3 1.006 1.001
RTN FES4P 5.4 3.1 1.003 1.001
: RTN NIS8P 8.2 3.3 1.007 1.001
L RTN NI6OP 6.1 3.2 1.004 1.001
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Table 11 (continued).

. relative contribution| influence in weight |
spectrum | reaction (in per cent)

.in .out input ! output
RTN AL27A 3.4 2.4 1.001 i 1.001
RTN C0592 4.9 3.0 1.002 I 1.001
RTN NI582 7.4 3:3 1.006 ' 1.001
u3s AL27P 3.9 1.8 1.002 1.000
u3s AL27A 4.6 2.5 1.002 1.001
u3s TI46P 5.2 1.9 1.003 1.000
u3s TI4TP 3.1 1.1 1.001 | 1.000
u3s TI48P 6.6 2.8 1.004 1.001
U35 FES4P 2.3 1.1 1.001 | 1.000
u3s MN552 8.2 4.2 1.007 1.002
u3s FE56P 3.7 2.1 1.001 1.000
U3s NI582 8.6 4.3 1.008 1.002
u3s NIS8P 2.8 1.2 1.001 1.000
u3s C059A 3.8 2.3 1.001 1.001
u3s CU63A 4.2 2.2 1.002 1.000
u3s CU63G 1.1 0.4 1.000 1.000
u3s IN115N 1.5 0.6 1.000 1.000
u3s IN115G 0 L | 0.5 1.000 1.000
u3s 11272 10.0 4.1 1.010 1.002
U35 AU197G 0.7 0.2 1.000 1.000
U3s TH232F 2.3 1.0 1.001 1.000
U3s U235F 0.0 0.0 1.000 1.000
U35 U238F 1.4 0.5 1.000 1.000
U35 NP237F 0.7 0.3 1.000 1.000
U3s PU239F 1.0 0.0 1.000 1.000
CFR LI6A 2.0 1.3 1.000 1.000
CFR B10A 2.0 0.8 1.000 1.000
CFR SCU5G 2,2 2.0 1.001 1.000
CFR FE58G 3.4 2.5 1.001 1.001
CFR C059G 1.2 1.1 1.000 1.000
CFR CU63G 1.5 1.0 1.000 1.000
CFR IN115G 2.8 L | 1.001 1.000
CFR AU197G 2.7 2:2 1.001 1.000
CFR TH232G 2.0 0.9 1.000 1.000
CFR U238G 2.0 1.3 1.000 1.000
CFR U235F 2.5 1.5 1.001 | 1.000
CFR PU239F 2.5 1.9 1.001 1.000
CFR NP237F 3.2 1.1 1.001 1.000
CFR TH232F 4.2 2.0 1.002 1.000
CFR U238F 2.0 1.7 1.000 1.000
CFR IN115N 5.8 1.9 1.003 | 1.000
CFR NIS8P 5.2 2.1 1.003 1.000
CFR FE54P 3.3 1.9 1.001 | 1.000
CFR TI48P 6.8 3.7 1.005 1.001
CFR TI47P 6.5 2.0 1.004 1.000
CFR TI46P 6.9 2.2 1.005 1.000
CFR AL27P 4.9 2.4 1.002 | 1.001
CFR AL27A 4.6 2.8 1.002 1.001
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Table 12. Uncertainty values for dea steel.

The values are calculated by the evaluators, except the ones indicated
with *. These are the averages of the participants' output values.

_uncertainty (in X)
before adjustment after adjustment
spectrum
total ‘contr. ocontr. total total .conbr. ocontr.

ANO 19.8 | 18.4 7.3 12.1) | 11.6 | 9.0 7.3
PS1 1.9 | 12.9 7.4 9.80 | 8.9 | 5.0 7.4
PS2 14.7 12:7 7.4 11.3 9.4 5.9 7.3
TAN 19.0 16.9 8.7 8.7 1.8 8.5 8.5
RTN 14.1 10.0 10.0 10.6 10.6 3.5 10.0
u3s 10.9 1.40 | 10.8 8.5 7.2 0.5 7.2
CFR 7.9 3.11 T2 8.2 T2 0.8 T2

+very large spread in participants’' data.

Table 13. Uncertainty in spectrum characteristic integral data.

The values are calculated by the evaluators, except the ones indicated
with *. These are the averages of the participants' output values.

uncertainty (in %)
before adjustment after adjustment
spectrum
- L 4 *
‘tot ‘).IHeV ’>1HeV .tot ‘tot ’).IMeV ‘).IMeV 0>1Mev ’>1Mev
ANO 20.5 | 18.4 20.8 [13.3 |13.1| 10.6 10.3 | 8.8 8.8
PS1 36.0 | 12.2 13.6 m- 5.4 6.1+ 5.9 | 5.5, 5.2
PS2 26.5 | 12.1 13.5 |11.8 | 6.5 9.5 6.4 1 7.3 5.9
TAN 16.3 | 16.3 16.3 | --- | 2.3 g Lo ] === &3
RTN 9.7 9.9 10.0 | 3.3 | 3.4 3.3 3.4 | 3.4 3.5
U35 0 0.01 1.1 | 0.3 | ==~ 0.3 -== | 0.6 0.4
CFR 0.1 0.7 6.1 | 0.1 | 0.1 0.5 0.5 | 2.0 1.8

+very large spread (20-70%) in participants' data,
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Table 14. Sensitivity analysis of damage parameters.

(Part of solution of SET 1).

variance contributions
reaction|material
VC1 vCc2 VvC3 vech
DPA ST 13.4 8.7 27.9 50.0
FE 16.4 10.5 32.9 4o.2
CR 8.8 5.7 18.5 67.0
NI 13.2 9.5 33.3 4y .0
HE ST 6.2 21 1.1 90.6
FE 20.3 9.5 7.2 63.0
CR 9.7 5.2 5.9 79.2
NI 16.3 3.9 3.2 76.6
H ST 7.2 1:1 0.9 90.8
FE 23.0 4.4 2.8 69.8
CR 8.2 2.2 1.4 88.4
NI 20.2 2.7 3.2 73.9
VC1: Contribution of reaction rate uncertainties to the variance of

vC2:
VC3:

vCcy:

the DPA value (in per cent).

Contribution of reaction cross-section uncertainties to the
variance of the DPA value (in per cent).

Contribution of output spectrum uncertainties to the variance of
the DPA value (in per cent).

Contribution of DPA cross-section uncertainties to the variance of
the DPA value (in per cent).

The sum of the four contributions is 100 per cent.



Table 15a. Interlaboratory standard deviation of some output parameters.
The number of solutions is indicated within brackets.
The standard deviation is given in per cent.

parameter| ANO PS1 PS2 TAN RTN U35 CFR

. 1MeV 3.2 (11) | 4.6 (5)| 17. (4)] 8.5 (4)]| 4.5 (6)]| 1.9 (6)] 4.6 (4)
>1.MeV 6.2 (12) | 3.8 (5)]| 13. (7)]| 7.9 (4)| 4.6 (6)| 2.2 (6)]| 6.3 (&)
dea(Fe) 3.6 (11) | 2.7 (4)] 16. (6)] === (1)| 1.5 (2)| 2.4 (6)]| 3.4 (4)
Ripa(st) | 3-1 (9) | 3.1 (4)| 16. (5)| --- (1)} 8.0 (2)| 2.3 (6)] 3.4 (4)

Table 15b. Average predicted uncertainty value (and their spread, in per cent).

parameter| ANO PS1 PS2 TAN RTN U35 CFR

®.1Mev | 10.4 6.8| 6.1 2.8] 9.1 59.| 2.3 3.1| 3.8 15. 415, .5 14,
1.MeV 8.6 10 | 5.4 4.7| 7.3 42.] 2.5 7.6| 3.9 15. .6 15.| 2.0 13.
Rypa(Fe) | 11.215. | 9.6 13. | 9.7 29. 8.5 ---110.5 .9| 9.1 12.| 8.9 21.
Rypa (5t) 10.6 21. | 3.1 27. | 9.4 25.| === === 85 0. | 7.h 21| 1137
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Importance of contributions to the reaction rate uncertainties.

2.

For each reaction rate the uncertainty contributions of measured
activity, the reaction cross-section, the input spectrum, and the

output spectrum are shown.

Fig. 2A.
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Fig. 3. Input neutron spectrum covariance data for ANO.
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Fig. 5. CROSS SECTION COVARIANCE DATA FOR AU1876
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dix. Requiresents of the covariance matrices used in the
neutron spectrum adjustment.
(Part of this appendix is based on chapter 3 of [Al]).

The variables (the group fluence rate values, the measured reaction
rates, and the group cross-section values) used in the neutron
spectrum adjustment are assumed to obey a multivariate normal
distribution in the linear space, owing to their evaluation method,
i.e. the use of data originating from measurements. The normal
character of the distribution is a consequence of the central-limit
theores.

The density of a normally distributed random variable x is

X))

Fix) = 1 exp (-} Vs

J(2n)o

satisfying the normalization condition

J f(x) dx = 1

where o = standard deviation of x;

x° = expectation value of x.

Similarly, the general p-dimensional normal density function is writ-
ten as ‘
1

F(X) = (2n) 2Pe(det(z)) Foexp ( -1 (xx)T 27 (x-x*)) (1)

satisfying the condition

I ... J f£(X) dxl... dxp- 1 (2)

- -
where X = vector containing the p random variables;
X°® = vector of expectation value of X;

¥ = the covariance matrix of X.

The infinite integral (2) is equal to 1 if I is a positive definite
symmetric matrix. The expression "positive definite" means that all
the eigenvalues ("characteristic roots”") of I are positive. (The ele-
ments of £ may also be negative, of course).



The argument of the exponential function in (1)
-t (x=x")T = (x-x*)

can be rewritten as
-3 X2

The value of X? (chi-square) is often used for characterizing the
consistency of the ranCom sample X and the reference vector X°. As
the value of X? decreases, the consistency increases due to the in-
crease of F(X):

1

———

F(X) = (2n) 2P+ (et(z)) Yeexp(-} X?)

If r, the number of the positive eigenvalues of I, is smaller than
the dimension p of the matrix and the remaining (p-r) eigenvalues are
zero, then £ is positive semi-definite. (The rank of £ is just r). In
this case F(X) is difficult to interprete since det(Z)=0.

However the covariance matrix can still be interpreted in a statisti-
cal sense, i.e. belonging to a singular density, in which the genera-
lized inverse of the covariance matrix replaces the inverse of the
matrix in formule (1).

It is noted that the (p-r) variables of X can be expressed using the
» independent variables, so the problem can be redefined in the
r-dimensional sub-space of the p-dimensional space.

If the integration of formule (2) is performed over the correct
hyperplane in the p-dimensional space, then the value of the integral
is 1. There exists a direct relation between the mentioned singular
distribution and a non-singular multivariate normal distribution in

r dimenstions.

(For further details see [A2]).

If one or more negative values are present in the set of eigenvalues
of £, no suitable redefinition can be derived. (This may even happen
if all the elements of the I matrix are positive). In this case the
increasing difference between X and X° in the directions of the
eigenvectors belonging to the negative eigenvalues will decrease the

X? -value (moreover it can be negative (!) as well).
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In cases, where the absolute values of the negative eigenvalues are
small compared with the values of the positive ones, they may be
substituted by zeros making the matrix I positive semi-definite.

In the next part the remarks are restricted to the positive

definite matrices.

The numerical difficulties arising in the inversion of I are related
to the condition number, that is the ratio of the largest eigenvalue
to the smallest pogitive one. If the matrix is singular or nearly
singular, then there occur stability problems in the process of
matrix inversion. Then this matrix will be ill-conditioned; its
determinant may be zero within computer accuracy and therefore it
becomes positive semi-definite.

Another possibility for describing the situation is the use of the
"effective rank” of Z to characterize the degree of being ill-condi-
tioned. (The effective rank of the matrix can be defined in several
ways, see e.g. in [A3]). If the (effective) rank is less than the di-

mension of £, the same consequences are valid as written above.

Often a covariance matrix does not represent a final result, but is
used as intermediate step in a numerical process for calculating
other values. Then for instance a matrix XTX is formed from the data
matrix X. The matrix XTX is much more sensitive to disturbances than
the original matrix X. Special numerical methods exist to determine a
solution starting from X instead of XTX. in view to increase the
stability of the problem.

Most of the numerical difficulties can be eliminated using the corre-
lation matrices instead of the covariance matrices, i.e. by using the
differences in the co-ordinates of X and X° 7. "units of standard
deviation" (see section 3.2 of [A3]).

The discussion given above describes the requirements of the covari-
ance matrices from the point of view of mathematical statistics.
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Finally, some notes from the point of view of physics:

- the covariance matrix of the neutron spectrum should have anti-
correlated parts as well, due to its definition as described in
(a4];

- the measured reaction rates are usually highly correlated, since
the measuring/evaluating procedure contains a lot of common steps,
so the expected correlation coefficients can lie in the range of
0.3-0.8 (see the data of the ANO reaction rates); a diagonal matrix
in this case has no physical background (see also [A5]):

- more attention should be paid to the evaluation of the covariance
matrices of the nuclear data, i.e. cross-sections and gamma-ray
emission probabilities (gamma abundances) [A6].
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